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Introduction

This part of ISO/IEC 23001 specifies the metadata (Green Metadata) that facilitates reduction of energy
usage during media consumption as follows:
— the format of the metadata that enables reduced decoder power consumption;

— the format of the metadata that enables reduced display power consumption;

— the format of the metadata that enables media selection for joint decoder and display power
reduction;

— the fornat of the metadata that enables quality recovery after low-power encoding.

This metadata facilitates reduced energy usage during media consumption without any degradatipn in
the Quality|of Experience (QoE). However, it is also possible to use this metadata to getlarger energy
savings, bufl at the expense of some QoE degradation.

iv © ISO/IEC 2015 - All rights reserved
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ISO/IEC 23009-1, Information technology — Dynamic adaptive streaming over HTTP (DASH) — Part 1:
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a presentation description and segment formats

ISO/IEC 23009-1:2015/Amd 2:2015, Spatial relationship description, generalized URL parameters and
other extensions

ISO/IEC/TR 23009-3:2015, Information technology — Dynamic adaptive streaming over HTTP (DASH) —
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3: Implementation guidelines
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3 Terms, definitions, symbols, abbreviated terms and conventions

For the purposes of this document, the following terms and definitions apply.

3.1 Terms and definitions

3.11

Adaptation Set
using the terms and definitions in ISO/IEC 23009-1, a set of interchangeable encoded versions of one or
several media content components

3.1.2
Alpha-Poi
APDI
using the ng
either a sin
across a 4x4

3.1.3
bitstream
using the te
coded pictu

3.14
block
using the te
an MxN arr

3.1.5
byte
using the tg
most signifi

3.1.6
chroma
using the tg
single samp

3.1.7

chroma_fo
using the n
to the luma

3.1.8
decoded pi
using the te

3.1.9
decoder
using the te

3.1.10

Jt Deblocking Instance

tation, terms, and definitions in ISO/IEC 14496-10, a single filtering operation that prod

block edge

rms and definitions in ISO/IEC 14496-10, a sequence of bits thatforms the representati
res and associated data forming one or more coded video sequences

rms and definitions in [SO/IEC 14496-10, an MxN(M-column by N-row) array of sampl
hy of transform coefficients

cant bit on the left and the least signjficant bit on the right

rms and definitions in ISQ/IEC 14496-10, an adjective specifying that a sample arrz
le is representing one of the two colour difference signals relating to the primary colou

"mat_idc
tation, terms and definitions in ISO/IEC 14496-10, specifies the chroma sampling rel
sampling

ture

uces

rle, filtered output p’o or a single, filtered output q’g, where p’p and q’g are filtered sangiples

bn of

£S or

rms and definitions in ISO/IEC 1449610, a sequence of 8 bits, written and read with the

ly or
rs

htive

F

ms.and definitions in ISO/IEC 14496-10, a picture derived by decoding a coded picture

rms and definitions in ISO/IEC 14496-10, an embodiment of a decoding process

display process
using the terms and definitions in ISO/IEC 14496-10, a process that takes, as its input, the cropped
decoded pictures that are the output of the decoding process

3.1.11
encoder
using the te

rms and definitions in ISO/IEC 14496-10, an embodiment of an encoding process

© ISO/IEC 2015 - All rights res
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3.1.12
frame

1:2015(E)

using the terms and definitions in ISO/IEC 14496-10, an array of luma samples in monochrome format
or an array of luma samples and two corresponding arrays of chroma samples in 4:2:0, 4:2:2, and 4:4:4

colour format

3.1.13
informative

term used to refer to content provided in this Recommendation | International Standard that is not an

integral part of this Recommendation | International Standard

3.1.1%

intra coding

using the terms and definitions in ISO/IEC 14496-10, coding of a block, macroblock, slice or
uses|intra prediction

3.1.18
No-Quality-Loss Operating Point
NQLP

picture that

ble array or

responding

amples of a

resentation

that can be

context)

3.1.21
peak signal
maximum permissible RGB component (3.1.31) in a reconstructed frame

Note 1 to entry: For 8-bit video, peak signal is 255.

3.1.22
period
interval over which complexity-metrics metadata are applicable

3.1.23
Period

using the terms and definitions in ISO/IEC 23009-1, an interval of the Media Presentation, where a

contiguous sequence of all Periods constitutes the Media Presentation

© ISO/IEC 2015 - All rights reserved
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3.1.24

PicSizeInMbs

using the notation, terms and definitions in ISO/IEC 14496-10, a variable that is derived as the product
of PicWidthInMbs and PicHeightiInMbs

3.1.25
picture
using the terms and definitions in ISO/IEC 14496-10, a collective term for a field or a frame

3.1.26
pixel

1 11 1 . 11 . 1.1 11 1. 1 1 .
Smallest ad HI'CS554DIC CICITICIIU T dIT d11=POIIILS dAUIressSdpice dlspldy Udeviee

3.1.27
prediction
using the tefms and definitions in ISO/IEC 14496-10, an embodiment of the prediction process

3.1.28
reconstrudted frames
frames obtdined after applying RGB colour-space conversion and cropping to the specific decoded pi¢ture
(3.1.8) or piftures (3.1.25) for which display power-reduction metadata areapplicable

3.1.29
Representgtion
using the tefms and definitions in ISO/IEC 23009-1, a collection andiencapsulation of one or more njedia
streams in g delivery format and associated with descriptive métadata

3.1.30
RGB coloui| space
colour spac¢ based on the red, green, and blue primarjes

3.1.31
RGB compgnent
single samplle representing one of the three ptimary colours of the RGB colour space (3.1.30)

3.1.32

Segment
using the tgrms and definitions in‘ISO/IEC 23009-1, a unit of data associated with an HTTP-URI{ and
optionally a byte range that aresspecified by an MPD

3.1.33
separate_cplour_plane_flag
using the n¢tation, terms, and definitions in ISO/IEC 14496-10, a flag that, when set, specifies thalt the
three colouf componeénts of the 4:4:4 chroma format are coded separately

3.1.34
shall
term used to express mandatory requirements for conformance to this Recommendation [ International
Standard

3.1.35

should

term used to refer to behaviour of an implementation that is encouraged to be followed under anticipated
ordinary circumstances, but is not a mandatory requirement for conformance to this Recommendation
| International Standard

3.1.36

Six-Tap Filtering

STF

indicates a single application of the 6-tap filter, defined in ISO/IEC 14496-10, to generate a single filtered
sample

4 © ISO/IEC 2015 - All rights reserved
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3.1.37

source

using the terms and definitions in ISO/IEC 14496-10, a term used to describe some of the video material
or some of its attributes before encoding

3.2 Symbols and abbreviated terms

For the purpose of this document, the symbols and abbreviated terms given in the following apply:

APDI Alpha-Point Deblocking Instance

ASIC Application Specific Integrated Circuit
AVC Advanced Video Coding

CM Complexity Metric

CMO§ Complementary Metal Oxide Semiconductor
CPU Central processing Unit

DASH Dynamic Adaptive Streaming over HTTP
DOR{Ratio Decoding Operation Reduction Ratio
DOR4Req Decoding Operation Reduction Request
DVFS Dynamic Voltage Frequency Scaling

FS Fresh Start

GP Good Picture

MPD Media Presentation Description

MSD Mean Square Difference

MV Motion Vector

NQLQP No-Quality-Loss Operating Point

PSNR Peak Sighal to Noise Ratio

QoE Quality of Experience

RBLI Remaining Battery Life Level

RGB Red, Green, Blue

SEI Supplemental Enhancement Information
SP Start Picture

STF Six-Tap Filtering

XSD Cross-Segment Decoding

3.3 Conventions

3.3.1 Arithmetic operators

+ Addition

© ISO/IEC 2015 - All rights reserved 5
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Xy

x/y

< | =

Subtraction (as a two-argument operator) or negation (as a unary prefix operator)
Multiplication

Exponentiation

Division where no truncation or rounding is intended

Division where no truncation or rounding is intended

Ziy: S0

3.3.2 Mal

Mathematid

Abs(x):

Clip(x) #

Floor(x)
Log10(x

Round(}

Sign(x)

4 Functi
This clause
4.1 Desc

Figure 1 shq

Summation of f(i) with i taking all integer values from x up to and including y

hematical functions
al functions in this Technical Specification are defined as follows:
-x, x<0
X, x>0
X, x<256
255, otherwise

is the greatest integer less than or equal to x
returns the base-10 logarithm of x

) = Sign(x) * Floor(Abs(x) + 0.5)
B -1, x<0
[ | 1, x<0

onal architecture (Informative)

is informative.and placed here to provide context.

ription of the functional architecture

aanaluca and o FOlenwetbhn combnnt corpnn o d o v dan Ao

ws'the funct10na1 architecture utilizing Green Metadata in this Technical Spec1f1cat10n

(3-1)

3-2)

3-3)

3-4)

3-5)

3-6)

The

sed to

media re-preeesseris-apy Liad+ Aric 11
p I:l OCCoSOT o appnt O toTOrITary sttt coTrcCT oI €ohteRtSsodufreeaRaa Vet o eReceaerisHs

encode the content to a bitstream for delivery. The bitstream is delivered to the receiver and decoded
by a video decoder with the output rendered on a presentation subsystem that implements a display

process.
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https://iecnorm.com/api/?name=7866a3fa91a5e9d9b6c18002186e6a88

ISO/IEC 23001-11:2015(E)

Transmitter Receiver
Media Framework (Encoder) Media Framework (Decoder)
Media Media: Media 3> Media Mediag ] presentation
Cd Cd
Pre-processor Encoder Encoded Encoded Decoder Subsysten
Media Media
Z I I A
A, A

3

I

Green Green B
Metadata Metadata

Generator ]

I

SRR N

sl |

e = = o =

- e e e e= oEm omm o= g

®, 1 N
r S .
1 | 0 Green 1 1
. = > — ~ | Metadata
! Green ° r Green © I !
Metadata |
Power Powerﬂ Metadata m "Power I Power
[lcontrol controlll 4 [ control licontrél
a
t

Power optimization module

Power optimizatioi\m'}ule
[aN

[

v
Green _ Green Green Green
Feedback |““ TFeedback] . © ““|Teedback | Feedback

Figure 1 — Functional aré¢hitecture

<

b

[

The Gireen Metadata is extracted from either the mediajen’coder or the media pre-processor. I both cases,
the (reen Metadata is multiplexed or encapsulated.in the conformant bitstream. Such Gre¢n Metadata
is uged at the receiver to reduce the power consumption for video decoding and presentation. The
bitstfream will be packetized and delivered to the receiver for decoding and presentation. At the receiver,
the metadata extractor processes the packéts and sends the Green Metadata to a power gptimization
modple for efficient power control. For inStance, the power optimization module interpregs the Green
Metgdata and then applies appropriaté-operations to reduce the video decoder’s power cpnsumption
whep decoding the video and also te reduce the presentation subsystem’s power consunjption when
rendering the video. In addition, the power-optimization module could collect receiver information, such
as r¢maining battery capacity;'and send it to the transmitter as green feedback to adapt the encoder
operjtions for power-consumption reduction.

The [normative aspectof this document is limited to the Green Metadata and Green Feedback in
Figufe 1.

4.2 | Definition of components in the functional architecture

Gre¢n Metadata generator

— (Fené€rates metadata from either the video encoder or the content pre-processor.

Green Metadata extractor

— Interprets the bitstream syntax information and sends it to the power optimization module in the
receiver.

Green feedback generator
— Generates feedback information for the transmitter.

— Communicates with the transmitter through a feedback channel, if available, for energy-efficient
processing.

© ISO/IEC 2015 - All rights reserved 7
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Green feedback extractor

— Receives the feedback from the receiver and sends it to the power optimization module in the
transmitter.

Power optimization module in the transmitter

— Collects platform statistics such as the remaining battery capacity of the device in which the
transmitter resides.

— Controls the operation of the Green Metadata generator, video encoder and content pre-processor.

— Procesq{

Power optimization module in the receiver

— Procesq{
consun]

— Collects
resides

— SendsrT]

5 Decod

5.1 General

Energy-effi
and Decodi
to vary ope

conferencing application, the remote encoder may use the DOR-Req metadata to modify the decq

complexity

5.2 Complexity metrics for decoder-power reduction

5.2.1 Ger

With resped
indicate the

es green feedback.

es the green-metadata information and applies appropriate operations “for po
ption control.

platform statistics such as remaining battery capacity of the deviceinwhich the rec
equests to Green feedback generator.

er power reduction

fient decoding is achieved with two types of mhetadata: Complexity Metrics (CMs) meta
hg Operation Reduction Request (DOR-Req) metadata. A decoder may use CMs met3
rating frequency and thus reduce decoder power consumption. In a point-to-point y

pf the bitstream and thus reduce logal decoder power consumption.

eral

tto the functionalarchitecture in Figure 1, the green-metadata generator provides CMs
picture-decoding complexity of an AVC bitstream to the decoder.

wWer-

biver

data
data
ideo
ding

that
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5.2.2 Syntax

The syntax for the CMs is as follows:

ISO/IEC 23001-11:2015(E)

Size (bits) Descriptor
period_type 8 unsigned integer
if (period_type = =2){

num_seconds 16 unsigned integer
}
else ff{period_type = = 3J{

nu:Ll_pictures 16 unsigned integer
}
perdent_non_zero_macroblocks 8 unsigned ir|1teger
perdent_intra_coded_macroblocks 8 unsigned illlteger
perdent_six_tap_filterings 8 unsigned irllteger
perdent_alpha_point_deblocking_instances 8 unsigned irllteger
5.2.3 Signalling
SEI hessages can be used to signal Green Metadata in an AVC stream. The Green Metadata $EI message

payl

SEI thessage payload is specified in Annex A.

The

conthining CMs will be transmitted at the start of the next upcoming period. Therefor

upcq

picture or interval, respectively. However\when the upcoming period is a specified time i
speciified number of pictures, the associated message will be transmitted with the first pi
time|interval or with the first picture in the specified number of pictures.

5.2.4

The

Semantics

semantics of various terms are defined below.

peripd_type - specifies the type of upcoming period over which the four complexity

pad type is specified in ISO/IEC 14496-10:2014/Amd.2. The complete syntax of the Gre¢n Metadata

message containing the CMs is transmitted at'the start of an upcoming period. The n¢xt message

. when the

ming period is a picture or the interval.ip-to the next I-slice, a message will be transmitjted for each

nterval or a
cture in the

metrics are

applicable and is defiried in the following table.

Valyge Description

0x00Q complexity metrics are applicable to a single picture

0x01 complexity metrics are applicable to all pictures in decoding order, up to (but not including)
the pir‘hlrn r‘r\nfnining the next I slice

0x02 complexity metrics are applicable over a specified time interval in seconds

0x03 complexity metrics are applicable over a specified number of pictures counted in decoding
order

0x04-0xFF user-defined

num_seconds - when period_type is 2, num_seconds indicates the number of seconds over which the
complexity metrics are applicable.

num_pictures - when period_type is 3, num_pictures specifies the number of pictures, counted in
decoding order, over which the complexity metrics are applicable.

© ISO/IEC 2015 - All rights reserved
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num_pics_in_period - specifies the number of pictures in the specified period. When period_type
is 0, then num_pics_in_period is 1. When period_type is 1, then num_pics_in_period is determined by
counting the pictures in decoding order up to (but not including) the one containing the next I slice.
When period_type is 2, then num_pics_in_period is determined from the frame rate. When period_type
is 3, then num_pics_in_period is equal to num_pictures.

total_num_macroblocks_pic(i) - set to the value of the AVC variable picSizeInMbs for the ith picture
within the specified period, where 1 <=i <= num_pics_in_period.

total_num_macroblocks_in_period - indicates the total number of macroblocks that are coded in the
specified period. Determined by the following computation:

num_pics g‘n_period
2. total_num_macroblocks_pic(i) (5-1)
i+1
num_intracoded_macroblocks - indicates the number of intra-coded macroblocks in-the spedified
period.
percent_infra_coded_macroblocks - indicates the percentage of intra-coded- macroblocks it the
specified pdriod and is defined as follows:
percent] intra_coded_macroblocks=Floor num_mtra_coded_macr-oblock.s %255 [5-2)
total_num_macroblocks-in_period
num_non_zero_macroblocks - indicates the number of non-zero‘macroblocks in the specified pefiod.
percent_ndn_zero_macroblocks - indicates the percentagg of non-zero macroblocks in the spedified
period and |s defined as follows:
percent] non_zero_macroblokcs=Floor num_non_zero_macro.blocks. %255 [5-3)
total_num_macroblocks_in_period
num_six_tgp_filterings - indicates the numberof Six-Tap Filterings (STFs), as defined in ISO/IEC 14{496-
10, within the specified period.
max_num_kix_tap_filterings_pic(i)..~vindicates the maximum number of STFs that could dccur
in the ith pJcture within the specified period, where 1 <= i <= num_pics_in_period. Set to the vyalue
(1664 * picizeInMbs), where picSizeInMbs is the value of the corresponding AVC variable for tle ith
picture.
max_num_kix_tap_filterings_in_period - indicates the maximum number of STFs that could dccur
within the dpecified period. Determined by the following computation:
num_pics|in_perjod
}_J max_num_six_tap_filterings_pic(7) 5-4)
i+1

percent_six_tap_filterings - indicates the percentage of STFs in the specified period and is defined as

follows:
*255)

num_alpha_point_deblocking_instances - indicates the number of Alpha-Point Deblocking Instances
(APDIs) in the specified period. Using the notation in ISO/IEC 14496-10, this is equivalent to the total
number of filtering operations applied to produce filtered samples of the type p’g or q’o, in the specified
period.

num_six_tap_filterings

(5-5)

percent_six_tap_filterings=Floor - ——— x -
max_num_six_tap_filterings_in_period

10 © ISO/IEC 2015 - All rights reserved
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max_num_alpha_point_deblocking_instances_pic(i) - indicates the maximum number of APDIs that
could occur in the ith picture within the specified period, where 1 <= i <= num_pics_in_period. Set as
follows:

max_num_alpha_point_deblocking_instances_pic(i) =
128 * chroma_format_multiplier * PicSizeInMbs (5-6)

where chroma_format_multiplier depends on the AVC variables separate_colour_plane_flagand chroma_
format_idc as shown in the following table.

chrema—fermat—multiplier separate—ecoleurplanetag chroma—format-ide €gmment
1 1 any value sepafate colour
plane
1 0 0 monochrome
1.5 0 1 4:2:( sampling
2 0 2 4:2:3 sampling
3 0 3 4:4:4 sampling

max| num_alpha_point_deblocking_instances_in_period - indi¢at€s the maximum number of APDIs
that|could occur within the specified period. Determined by the following computation:

hum_pics_in_period
max_num_alpha_point_deblocking_instances_pic(i) (5-7)

i=1
perdent_alpha_point_deblocking_instances - indicates the percentage of APDIs in the specified
peripd and is defined as follows:

percent_alpha_point_deblocking_instanegs=

loor num_alpha_point_deblocking instances 255 (5-8)
max_num_alpha_point_deblocking_instances

5.3 | Interactive signalling for remote decoder-power reduction

5.3.1 General

For point-to-point vided conferencing, each device contains a transmitter and a receiver. A [local device
sends metadata that.instructs the remote device to modify the decoding complexity of thie bitstream
and thus reducedocal decoder-power consumption.

5.3. Syntax

The pyntax is as follows:

Size (bits) Descriptor

dec_ops_reduction_req 8 signed integer

5.3.3 Signalling

The transmitter in each device sends a dec_ops_reduction_req (DOR-Req) message to the attention of
the remote encoder. This message requests the remote encoder to adjust its encoding parameters so
that ideally, when the local decoder decodes the bitstream, the power saving of the local decoder will
match the power saving implied by the DOR-Req message.

© ISO/IEC 2015 - All rights reserved 11
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5.3.4 Semantics

dec_ops_reduction_req - the requested percentage reduction of local decoding operations relative
to the local decoding operations since the last dec_ops_reduction_req was sent to the transmitter, or
since the start of the video session, if no earlier dec_ops_reduction_req was sent. The percentage will
be expressed as a signed integer. A negative percentage means an increase of decoding operations. dec_
ops_reduction_req is an integer in the interval [-100, 100].

6 Display power reduction using display adaptation

6.1 Gengral
Withrespedtto the functional architecture, Display Adaptation (DA) provides Green Metadatacemptised
of RGB-component statistics and quality indicators. The statistics are used to set display dentrols in the
presentatioh subsystem so that desired quality levels and corresponding display power, reductiong are
attained.
6.2 Syntax
6.2.1 Sysftems without a signalling mechanism from the receiver to-the transmitter
The followinpg message format is used to send metadata from the transmitter to the receiver:
Size Descriptor
(bits)
num_consfant_backlight_voltage_time_intervals 2 unsigned integef
num_max]variations 2 unsigned integef
num_qualjty_levels 4 unsigned integef
for (j = 0; j K num_max_variations; j++) {
max_variation[j] 8 unsigned integef
}
for (k = 0; k < num_constant_backlight.voltage_time_intervals;k++) {
constant|backlight_voltage_time_interval[k] 16 unsigned integef
for (j = 0} j < num_max_variations; j++) {
lower_hound[K][j] 8 unsigned integef
if (lowdr_bound[KJ[j] > 0) {
upp€er_boundfk][j] 8 unsigned integef
}
rgb_component forinfinite psnr{kifj} 8| unsigned integel
for (i=1;i< =num_quality_levels; i++) {
max_rgb_component[K][j][i] 8 unsigned integer
scaled_psnr_rgb[K][j][i] 8 unsigned integer
}
)
}

12 © ISO/IEC 2015 - All rights reserved
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6.2.2 Systems with a signalling mechanism from the receiver to the transmitter

The receiver first uses the following message format to signal information to the transmitter:

Size (bits) Descriptor
constant_backlight_voltage_time_interval 16 unsigned integer
max_variation 8 unsigned integer

The transmitter then uses the message format shown below to then signal metadata to the receiver:

Size (Dbits) Descriptor
num_quality_levels 4 unsignediintleger
rgh_component_for_infinite_psnr 8 unsigned intleger

for{(i = 1; i < = num_quality_levels; i++) {

miax_rgb_component[i] unsigned intleger

Sg

}

aled_psnr_rgbl[i] unsigned intleger

6.3 | Signalling

6.3.1 Systems without a signalling mechanism from the receiver to the transmitter

Gree
tracl
Usin

to thie presentation subsystem until the next miéssage containing DA metadata arrives.

6.3.2

Usin
time
form
subs|

6.4

num
inte

cons
mus

n Metadatacanbe carried asspecifiedinISO/IEC23818-1:2013-Amd 3 oritcanbecarried
ks within the ISO Base Media File Format (ISQ/IEC 14496-12), as specified in ISO/IE
b the formatin 6.2.1, the transmitter sends &message to the receiver. The DA metadata i

Systems with a signalling mechanism from the receiver to the transmitter

b the first message format descfibed in 6.2.2, the receiver first signals constant_backlig
| interval and max_variation-to the transmitter. The transmitter then uses the seco
at in 6.2.2 to send a message to the receiver. The DA metadata is applicable to the g
ystem until the next message containing DA metadata arrives.

Semantics

_constant_backlight_voltage_time_intervals - the number of constant backlight/v
vals for wilich metadata is provided in the bitstream.

tant: backlight_voltage_time_interval[k] - the minimum time interval, in millisg
[ elapse before the backlight can be updated after the last backlight update. This is the k

tim

inmetadata
C 23001-10.
s applicable

rht_voltage_
nd message
resentation

oltage time

conds, that
th minimum

t_backlight_

voltage_time_intervals.

num_max_variations - the number of maximum variations for which metadata is provided in the
bitstream.

max_variation[j] - the maximal change between backlight values of two successive frames relative to
the backlight value of the earlier frame. The backlight value for a frame is the value of backlight_scaling_
factor[k][j][i] for that frame. max_variation is in the range [0,001, 0,1] and is normalized to one byte
by rounding after multiplying by 2 048. This is the jth maximal backlight change for which metadata is
provided in the bitstream, where 0 <= j < num_max_variations.

num_quality_levels - the number of quality levels that are enabled by the metadata, excluding the
NQLOP.

© ISO/IEC 2015 - All rights reserved 13
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max_rgb_component[K][j][i] - for the kth constant_backlight_voltage_time_interval, jth max_variation
and ith quality level, the maximum RGB component (as defined in 3.1) that will be retained in the frames,
where 1 <= i <= num_quality_levels. Note that max_rgb_component[k][j][0] = rgb_component_for_
infinite_psnr[k][j].

scaled_frames[K][j][i] - for the kth constant_backlight_voltage_time_interval, jth max_variation
and ith quality level, the frames obtained from the reconstructed frames by saturating to max_rgb_
component[K][j][i] all RGB components that are greater than max_rgb_component[k][j][i], where
0 <=1 <= num_quality_levels.

rgb_component_for_infinite_psnr[k][j] - for the kth constant_backlight_voltage_time_interval and jth
max_variatjorr, ' 31y . fore,
scaled_franjes[k][j][0] are identical to the reconstructed frames. The rgb_component_for jinfipite_
psnr[K][j] defines a No-Quality-Loss Operating Point (NQLOP) and consequently scaled_frapies[k]|j][0]
will have a PSNR of infinity relative to the reconstructed frames.

scaled_psnjr_rgb[K][j][i] - the PSNR of scaled_frames[k][j][i] relative to the reconstructed frames.[This
PSNR is defined as follows:

scaled_psni|_rgb[K][j][i] =

. 2 . .
Clip| Rdund| 10Log peak signal “ * width = helght *N colour * N frantes (6-1)
Nframes Neolour peaksignal N N (k=X 2
n=1 ZC=1 I=X 4 +1 on(D*(E=Xs)

for 0 < I <= hum_quality_levels,
where
width | is the width of a video frame;
height | is the height of a video frame;
Ncolour | is the number of colour channels: For RGB colourspace, Ncolour = 3;
Nframes| is the number of frames in‘the reconstructed frames;

Ncn ()| is the number of RGB cemponents that are set to [ in the nth frame of colour-channel cfin
reconstructed frames;

Xs is max_rgb_component[Kk][j][i].

Note that sdaled_psnrirgb[k][j][0] is associated with the NQLOP. It is not transmitted, but understogd to
be mathemdtically-infinite.

backlight_scaling_factor[K][j][i] - max_rgb_component[K][j][i]/peak signal, for the kth constant_
backlight_voltage time interval, jth max variation and ith quality level.

lower_bound[K][j] - if lower_bound[k][j] is greater than zero, then metadata for contrast enhancement
is available at the lowest quality level, for the kth constant_backlight_voltage_time_interval and jth max_
variation. If lower_bound[Kk][j] = 0, then contrast-enhancement metadata is unavailable.

upper_bound[K][j] - for the kth constant_backlight_voltage_time_interval and jth max_variation, if
lower_bound[K][j] is greater than zero, then contrast enhancement is performed as follows: All RGB
components of reconstructed frames that are less than or equal to lower_bound[K][j] are set to zero and
all RGB components that are greater than or equal to upper_bound[K][j] are saturated to peak signal.
The RGB components in the range (lower_bound[k][j], upper_bound[k][j]) are mapped linearly onto the
range (0, peak signal).

14 © ISO/IEC 2015 - All rights reserved
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7 Energy-efficient media selection

7.1

General

1:2015(E)

The Green Metadata specified in this clause can enable a client in an adaptive streaming session, such as
DASH, to determine decoder and display power-saving characteristics of available video Representations
and to select the Representation with the optimal quality for a given power-saving.

Two

types of Green Metadata are defined as follows:

— decoder-power indication metadata gives the potential decoder power saving of each available

Representation of a video Segment;

begment for a specified number of quality levels. This metadata is computed without an
bn the maximal backlight change between two successive frames and with no.practica

he metadata is produced with the assumptions that max_variation is mathematically
hat constant_backlight_voltage_time_interval is less than or equal)te the interval b

Hisplay-power indication metadata gives the maximum potential display power saving of a video

y constraint
restriction

bn the minimum time interval between backlight updates. Therefore, using the semantics of 6.4,

infinite and
Ptween two

buccessive frames.

7.2 | Syntax
The fecoder-power indication metadata is a pair of decoder@perations reduction ratios:

Size (bits) Descriptor
decJops_reduction_ratio_from_max 8 unsignedl integer
decJops_reduction_ratio_from_prev 16 signed finteger

The fisplay-power indication metadata contains a list of ms_num_quality_levels pairs, as sHown below:
Size (bits) Descriiptor
mgq_num_quality_levels 4 unsigned integer
mq_rgb_component_for_infinite’ psnr 8 unsigned integer
for{(i=1;i< = ms_num_quality_levels; i++) {
mis_max_rgb_component[i] unsigned integer
mis_scaled_psnr_tgb[i] unsigned integer
}
7.3 | Signalling
Greein Métadata can be carried in metadata tracks within the ISO Base Media File Format (ISOYIEC 14496-

12). Such carriage is specified in ISO/IEC 23001-10.

In the context of DASH delivery, a specific Adaptation Set within the MPD can define the available Green
Metadata Representations and their association to the available media Representations, using the
signalling mechanisms specified in ISO/IEC 23009-1:2014/Amd 2 and ISO/IEC 23009-3:2014/Amd 1 and
illustrated in Annex B.

7.4 Semantics

7.4.1 Decoder-power indication metadata semantics

num_dec_ops(i) - the estimated number of decoding operations required for the ith Representation of
the current video Segment.
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num_prev_dec_ops(i) - the estimated number of decoding operations required for the ith Representation
of the previous video Segment in a given Period. If the current video Segment is the first segment of a
Period, then num_prev_dec_ops(i) = num_dec_ops(i).

max_num_dec_ops - the estimated number of decoding operations required for the most demanding
Representation of the current video Segment.

dec_ops_reduction_ratio_from_max(i) - the percentage by which decoding operations are reduced in
the ith Representation compared to the most demanding Representation of the current video Segment:

max_num_dec_ops-num_dec_ops(i)

100 7-1)

dec_ops_reduction ratio from prev(i)=Floor

max_num_dec_ops

dec_ops_reduction_ratio_from_prev(i) - the percentage by which decoding operations arereducged in
the currentvideo Segment compared to the previous video Segment for the ith Representation’in a given
Period. A ndgative value means an increase in decoding operations:

(7-2)

dec_op9_reduction_ratio_from_prev(i) :Floor[ num_prev_dec_ops(i)-num.dec_gps(i) * 100j

num_prev_dec_ops(i)

If the curr¢gnt video Segment is the first Segment of a Period, then de¢<{ops_reduction_ratio_from
prev(i) = 0.

7.4.2 Display-power indication metadata semantics
ms_num_qpiality_levels - the number of quality levels that ate)énabled by the metadata.

ms_rgb_component_for_infinite_psnr - the average, over the N reconstructed frames of the video
Segment, offthe largest RGB component (as defined in 3:1)in each of the reconstructed frames.

ms_max_rgb_component[i] - for the ith quality level (1 <= i <= num_quality_levels), the average,|over
the N recongtructed frames of the video Segment;0f the maximum RGB component that will be retdined
in each of the reconstructed frames. Note that"ms_max_rgb_component[0] = ms_rgb_component] for_
infinite_pstr.

ms_scaled [psnr_rgb[i] - for the ith quality level (1 <=i <= num_quality_levels), the average, over the N
reconstructled frames in the video segment, of scaled_psnr_rgb[i] computed for each frame as definpd in
6.4, with Nedames = 1. Note that ms_scaled_psnr_rgb[0] is associated with the NQLOP. Itis not transmiftted,
but understpod to be mathematically infinite.

8 Metrig¢s for quality recovery after low-power encoding

8.1 General

An encoder tanachieve power reduction by encoding alternating high-quality and low-quality Segments,
in a segmented delivery mechanism such as DASH. The power reduction occurs because low-complexity
encoding mechanisms are used to produce the low-quality Segments. A metric describing the quality of
the last picture of each Segment is delivered as metadata to the decoder. The metric is utilized, by the
decoder, in conjunction with the last frame of the prior high-quality Segment to enhance the quality
of the low-quality Segment and, thereby, ameliorate any negative visual impact. Annex B describes in
detail how cross-segment decoding may be used to improve the quality of the low-quality Segments.
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8.2 Syntax
The encoder embeds the following message in the last picture of each Segment using the following
syntax:

Size (bits) Descriptor
xsd_metric_type 8 unsigned integer
xsd_metric_value 16 unsigned integer
8.3 _Signalling

SEI messages can be used to signal Green Metadata in an AVC stream. The Green Metadata

payl
The

Ann¢x A.

8.4

xsd_metric_type - indicates the type of the objective quality metric@s shown in the table b

asd

xsd_jmetric_value - contains the metric value of'the last picture of the Segment. When xsd_

is 0,

©IS

pad type for AVC is specified in ISO/IEC 14496-10:2014/Amd. 2.

SEI message for Green Metadata can be used to signal the preceding message as ¢

Semantics

¢fined in ISO/IEC 23001-10, is the only type currently suppotted.
Value Description
0x00 PSNR
0x01-0xFF User-defined

bEl message

xplained in

elow. PSNR,

metric_type

then the stored 16-bit unsigned integerxsd_metric_value, is interpreted as a floatingtpoint PSNR
valug (in dB) as follows:
BSNR — xsd_metric_value 8.1)
100
0/IEC 2015 - All rights reserved 17
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Annex A
(normative)

Supplemental Enhancement Information (SEI) syntax

A.1 SEI payload syntax in AVC

sei_payload(payloadType, payloadSize) C Descriptor
If(payloadType = =0)
buffering_geriod(payloadSize) 5
Else if(payldadType = =xx)
green_metgdata(payloadSize) 5
Else
reserved_sgi_message(payloadSize) 5
}

A.2 Green Metadata SEI message syntax and:semantics in AVC

A.2.1 Syntax
C| Descriptor
green_metadata(payload_size)
green_metadata_type g u(8
switch (green_metadata_type).{
case 0:
period_type 5 u(8)
if (period_type = =2){
num_s¢conds 5 u(16]
}
else if (period_type ==3J¢ 5
num_pictures 5 u(16)
}
percent_non_zero_macroblocks 5 u(8)
percent_intra_coded_macroblocks 5 u(8)
percent_six_tap_filterings 5 u(8)
percent_alpha_point_deblocking_instances 5 u(8)
break;
case 1:
xsd_metric_type 5 u(8)

18
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C| Descriptor
xsd_metric_value 5 u(16)

break;
default:

}

A.2.2 Semantics

green_metadata_type - specifies the type of metadata that is present in the SEI message. If green_
metddata_type is U, then complexity metrics are present. Otherwise, if green_metadata_type is 1, then
metddata enabling quality recovery after low-power encoding is present.
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Annex B
(normative)

Implementation guidelines for the usage of Green Metadata

B.1 Codec dynamic voltage frequency scaling for decoder-power reduction

B.1.1 General

Codec Dyngmic Voltage Frequency Scaling (C-DVFS) uses the DVFS technique to scale the.voltage
operating ffequency of the CPU to achieve power savings while decoding a bitstream." Typically
dynamic power consumption of a CMOS circuit increases monotonically with the operating frequ
The power-pptimization module at the receiver extracts the Complexity Metrics:(CMs) metadata
indicates pifture-decoding complexity. It uses these CMs to determine and set'the optimum oper
voltage and| frequency of the CPU so that video pictures are correctly decoded with minimal p

consumpti
receivers w

B.1.2 Derivation of the complexity metrics

5.2.2 speci
percent_six
two CMs, ag
and percent
these two C
alpha_point

B.1.2.1 Dg¢

To determi
10, are refe
largest num
that will be
interpolatin
below.

In Figure B

sample positions<Subscripts are used to indicate the integer sample that is associated with a fract

. By embedding these CMs as metadata into the bitstream at'th€ encoder, C-DVFS eng
1l achieve power reduction.

fies these four CMs: percent_non_zero_macroblo¢ks, percent_intra_coded_macrobl
| tap_filterings and percent_alpha_point_deblocking_instances. The computation of the
explained in 5.2.4, is straightforward. However, computation of percent_six_tap_filtei
_alpha_point_deblocking_instances is moge involved. To provide a better understandi
Ms, the next two subclauses describe how.max_num_six_tap_filterings_pic(i) and max_x
| deblocking_instances_pic(i) are derived.

briving the worst-case, largestvalue for max_num_six_tap_filterings_pic(i)

he max_num_six_tap_filterings_pic(i), the following terms, as defined in ISO/IEC 14
renced: motion vector, PigSizeInMbs, reference picture list. At the decoder, the worst-
ber of Six-Tap Filterings (STFs) occurs in a picture when all partitions consist of 4x4 bl
interpolated. The4%4 blocks produce the largest number of STFs because the overhead
g samples that are-outside the block is larger for 4x4 blocks than for 8x8 blocks as expla

1, upper<case letters represent integer samples and lower-case letters represent fract

sample posi

of the 4x4-Hlock’consisting of samples G, H,I,J, M,N, P, Q,R,S,V,W, T, U, X, Y. This interpolation mu

Fion'The subsequentanalysisis for the worst-caselargestnumber of STFs for the interpol

and
y the
ENCy.
that
ting
bwer
bled

bcks,
first
ings
hg of
um_

196-
rase,
ocks
from
ined

onal
onal
ition

st be

performed when a motion vector (MV) points to one of the following fractional-sample positions: ag,
bg, cg, dg, ec, fc, g6, ha, iG, jc, ke nG, pc, qa, rc. If the MV points to ag, then the decoder must compute
ag and the 15 points (ay, aj, ...) that have the same respective relative locationsto H,1,]J, M, N, P, Q, R, S,
V,W, T, U, X, Y that ag has to G. Similarly, the decoder would need to compute 16 points for each of the
other fractional-sample positions (bg, cg, ..., rg) that the MV could point to. To determine the worst-case
largest number of STFs for the interpolation of the 4x4 block, here is a count of the STFs required for

each fractio

20

nal-sample position that the MV could point to.
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Figyre B.1 — Quarter-sampleinterpolation of the 4x4-block consisting of samples G,H, 1, ], M, N,
PQRSVWTUXY

1 fthe MV points-tebg, then to interpolate bg, the decoder must apply 1 STFto E, F, G, H, I} ] which are
hlready available’as integer samples. So 16 STFs are needed to compute bg, ..., by for thg 4x4 block.

2 ]fthe MV-points to hg, then to interpolate hg, the decoder must apply 1 STF to A, C, G, M, R, T which
hre already available as integer samples. So 16 STFs are needed to compute hg, ..., hy| for the 4x4

block.
3 £l NYL radta it H +la i raad | P 3 41 pa | pa | i 1 L CT o4 i bb b
I'CIICT IVI'V lJUllll.D LU J(_" LIITIT CU IT1ILTT lJUlClLC J(_” LIIT UTCLUUCT 1IITUSU CllJlJl_y UJI1IT'S5SLU LUlllPuLC dd, 1] G, SM,

gg, hh because these are unavailable. Next, 1 STF is needed to compute jg from aa, bb, bg, sm, gg, hh.
So 7 STFs are required for jg.

a To getjym, the decoder needs bb, bg, sMm, gg, hh, ii. Only ii is unavailable. So 2 STFs are needed for
jM (one for ii and one for jv).

b  To getjg, the decoder needs 2 STFs (one for jj and one for jRr).

¢ To getjr, the decoder needs 2 STFs (one for kk and one for jt).
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d Therefore, for jg, jm, jr and jt, the decoder needs 7 + 2 + 2 + 2 = 13 STFs. Since the computation
is identical for each of the four columns GMRT, HNSU, IPVX and JQWY, the decoder needs 13 * 4
= 52 STFs to compute jg, ... jy for the 4x4 block.

If the MV points to ag, then to interpolate ag, the decoder needs 1 STF to get bg (from (1)) and
therefore 16 STFs to compute ag, ..., ay for the 4x4 block.

If the MV points to cg, then to interpolate cg, the decoder needs 1 STF to get bg (from (1)) and
therefore 16 STFs to compute cg, ..., cy for the 4x4 block.

If the MV points to dg, then to interpolate dg, the decoder needs 1 STF to get hg (from (2)) and

e 16 STEs to combuted difor the 44 hlaock
€O Foto-cohpuate-aG T Ot e pDroeik

T

[V points to ng, then to interpolate ng, the decoder needs 1 STF to get hg (from.(2))
e 16 STFs to compute ng, ..., ny for the 4x4 block.

V points to fg, then to interpolate fg, the decoder needs 7 STFs to get jg (from (3)). Note
‘luded in these 7 STFs. Therefore, from (3), 52 STFs are required to compute fg, ... fy fo
Ck.

[V points to ig, then to interpolate ig, the decoder needs 7 STFs to get jg. Note that
ed by one of these 7 STFs. Therefore, 52 STFs are required te‘compute ig, ... iy for the
or this analysis, the row jg, ju, ji, jj is computed first (to obtain hg) and then this proce

Vas analysed first and the analysis was then repeated for the other 3 columns (HNSU, I

V points to kg, then to interpolate kg, the decader needs 7 STFs to get jg. Note that 1
ed by one of these 7 STFs. Therefore, 52 STFs\are required to compute Kg, ... Ky for the

V points to qg, then to interpolate qg,‘the decoder needs 7 STFs to get jg. Note that
ed by one of these 7 STFs. Therefore, 52 STFs are required to compute qg, ... qy for the

erefore 32 STFs are neededto compute eg, ..., ey for the 4x4 block.

V points to gg, then to-interpolate gg, the decoder needs 2 STFs to get bg and my. There
are needed to compute gg, ..., gy for the 4x4 block.

V points to pg,‘then to interpolate pg, the decoder needs 2 STFs to get hg and sg. Therg
are neededito~compute pg, ..., py for the 4x4 block.

V pointS.to rg, then to interpolate rg, the decoder needs 2 STFs to get mg and sg. Therg
aremeeded to compute rg, ..., ry for the 4x4 block.

and

that
I the

hg is
4x4
SS is

d for the other 3 rows (MNPQ, RSVW, TUXY) in the 4x4tblock. Previously, in (3), Column

PVX,

ngG is
4x4

SG is
4x4

V points to eg, then to interpolate eg, the decoder needs 2 STFs to get bg and hg (from (1),

fore,

fore,

fore,

(157, the worst-case, largest number of STFs is 52, when the MV points to jg, fg, ig, kg d

4
5
6
therefo
7 If the M
therefo
8 IftheM
bg is in
4x4 blo
9 If the M
comput
block. R
repeate
GMRT v
JQWY).
10 If the M
comput
block.
11 If the M
comput
block.
12 Ifthe M
(2)). Thi
13 Ifthe M
32 STFS
14 Ifthe M
32 STFs
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Since the overhead of filtering samples outside the block is smaller for larger block sizes, the worst case
STFs is when all partitions are 4x4 blocks and two MVs are used for each block (one from each reference
picture list). In this case, the worst-case, largest number of STFs in a picture is

22

max_num_six_tap_filterings_pic(i) = (worst-case number of STFs in a 4x4 block) *

(worst-case number of reference picture lists) *

(PicSizeInMbs) *

(number of 4x4 luma blocks in a macroblock)
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=52 * 2 * PicSizeInMbs *16

= 1664 * PicSizeInMbs

(B-1)

B.1.2.2 Deriving the worst-case, largest value for max_num_alpha_point_deblocking _instances_
pic(i)

To determine max_num_alpha_point_deblocking_instances_pic(i), the following analysis determines the
worst-case, largest number of Alpha-Point Deblocking Instances (APDIs) that can occur when deblocking

a 1 frivn At tho dAn~ndny Tho fallaving +arine Ao Anfinnd 10 TCAJIEC 14406 10 ~vn »afarn
pigture-at-the-decoder—Thefolowingtermsas-definedinISOHECI4496-10arerefere

scan} PicSizeInMbs.

1ced: raster

Congider a macroblock containing a 16x16 luma block in which the samples have‘been numbered in

rastg¢r-scan order as shown in Figure B.2. Upper-case roman numerals are used tg referencg
samples and lower-case roman numerals are used to reference rows of samples. For example
refers to the column of Samples 4, 20, ... 244 and Row xiii refers to the row,of samples 193,
Edggs are indicated by an ordered pair that specifies the columns or rows-on either side

columns of
2, Column IV
194, ..., 208.
of the edge.

For ¢xample, Edge (1V, V) refers to the vertical edge between Columns 1V and V. Similarly, Edige (xii, xiii)

indigates the horizontal edge between Rows xii and xiii. Note that/the'leftmost vertical e

top
The

occufrs in every set of eight samples across a 4x4 block horizontal or vertical edge denoted

with|

For 1
first
(0,1}
17, ..
Edge
(36,
edge
APD
sam]
ama

Next
case

ost horizontal edge are denoted by (0, I) and (0, i) respectively:

maximum number of APDIs occurs when the 4x4 transform.s used on each block and a

i=0,..,3 as shown in Figure 8-11 of ISO/IEC 14496<10.

he macroblock in Figure B.2, the Vertical Edges{0, 1), (IV, V), (VIII, IX) and (XII, XIII)
Then the Horizontal Edges (0,i), (iv, v), (viii,.ix)*and (xii, xiii) are filtered. Now, when V|
is filtered, in the worst-case, an APDI will.occur on each row of the edge because the q
241 will all be APDIs. Therefore, 16 APDIswill occur in Vertical Edge (0, I). Similarly, w
(IV, V) is filtered, there will also be 16\APDIs corresponding to the 16 (po, qo) sample p:
B7), ... (244, 245). Thus, there will be’i16*4 = 64 APDIs from vertical-edge filtering. After
filtering, there will be an additional 64 APDIs because each horizontal edge will ca
s. For example, Horizontal Edge-(viii, ix) will contribute the 16 APDIs corresponding to
ble pairs (113, 129), (114, 130J; ..., (128, 144). Hence, in the worst-case, deblocking the Iu
croblock produces 128 APDIs.

, consider the two.chroma blocks corresponding to the luma block in the macroblock
number of APDIs 1§ determined by the chroma sampling relative to the luma sampling.

dge and the

single APDI
as pj and qj

are filtered
ertical Edge
h Samples 1,
hen Vertical
irs (20, 21),
horizontal-
ntribute 16

the (po, 90)
ma block in

The worst-
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1 I m v \' vi vii | vim | IX X X1 Xu | xm | xiv | xv | xvi
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
i 17 20 21 24 25 28 29
i 33 36 37 40 41 44 45

v 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80
vi 81 84 85 a8 89 92 93

vii 97 100 | 101 104 | 105 108 | 109

viii 113 | 114 | 115 | 116 | 117 | 118 | 119 | 120 (| 121 | 122 | 123 | 124 | 125 | 126 | 127\] 128

ix 129 | 130 | 131 | 132 | 133 | 134 | 135 | 136 | 137 | 138 | 139 | 140 | 141 | 142° ) 143 | 144

' 145 148 149 152 153 156 57
Xi 161 164 | 165 168 169 172 173
xii 177 178 179 180 181 182 183 184 | 185 186 187" 188 189 190 191 192
xiii 193 194 | 195 196 197 198 199 200 201 202 203 204 | 205 206 207 208
xiv 209 212 213 216 217 220 221
XV 225 228 229 232 233 236 237
xvi 241 244 | 245 248 249 252 253 256

Figure B.2[— 16x16 luma bleck. Upper-case roman numerals reference columns of samplesjand
lower-case roman numerals reference rows of samples.

1  For each chroma<block in 4:2:0 format, two vertical edges and two horizontal edges are filt¢red.
Each edge contributes 8 APDIs, in the worst-case. So, 8*4*2 = 64 APDIs are produced by worst{case
deblocKing of the two chroma blocks.

2 For 4:212\férmat, two vertical edges and four horizontal edges are filtered. Each vertical edge
contributes 16 APDIs and each horizontal edge contributes 8 APDIs. So, 2*(2*16 + 4*8) = 128 APDIs
are produced by worst-case deblocking of the two chroma blocks.

3 For 4:4:4 format, the worst-case analysis for each chroma block is identical to that of the 16x16 luma
block. Therefore, 256 APDIs are produced by worst-case deblocking of the two chroma blocks.

4  Finally, for separate colour planes, the worst-case analysis of a 16x16 block is identical to that a
16x16 luma block.

To conclude, since each picture has PicSizeInMbs macroblocks, the worst-case number of APDIs per
picture, is as follows:

max_num_alpha_point_deblocking_instances_pic(i)
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= PicSizeInMbs * (128 + 64) = 192 * PicSizeInMbs, for 4:2
= PicSizeInMbs * (128 + 128) = 256 * PicSizelnMbs, for 4:
= PicSizeInMbs * (128 + 256) = 384 * PicSizeInMbs, for 4:

= 128 * PicSizeInMbs, for a single colour plane.

B.1.3—Exampleusage-of C-DVFSmetadata————————————————————————————————

FS metadata may be signalled at a picture, group of pictures, or scene level andccan t
ted to application requirements. Signalling may be done with SEI messages. With §
lling, each time the SEI message is encountered by the decoder, a new upeoming pe
value period_type indicates whether the new upcoming period is a single picture, a s
ctures, or a time interval (specified in seconds or number of pictures)Figure 1 shows

C-DV
adap
sign
The
of pi
proc
deco
Ther
mac
thes

ding under DVFS control. As an example, assume that the upcoming period is a sin
, the SEI message is parsed to obtain percent_non_zero_maeroblocks, percent_i

b percentage values and the corresponding worst-case instances the four CMs are de
non |zero_macroblocks (np;), num_intra_coded_macroblocks (#jntra), num_six_tap_filtering
num| alpha_point_deblocking_instances (ny). Once the cofiplexity parameters are derive
pictyre complexity (Cpicture) is estimated or predicted acCording to Formula B-3:

L

[“ picture :Kinit *Nvp +kbit *Npjt +knz *Npy +kintra *Nintra +ksix *Ngix +ka Ny

e Cpicture is the total picture complexity;Fhe total number of macroblocks per picture (1
er of bits per picture (npj¢) can be easily obtained after de-packetizing the encapsulg
and parsing the sequence parameter setzConstants Kinit, Kpit, Knz, Kintra, Ksix, and kq are unit
consttants for performing macroblock: initialization (including parsed data filling and p
single-bit parsing, non-zero block*transform and quantization, intra-block prediction, intg
tap fliltering, and deblocking alpha-points filtering, respectively. Note that ky, Kintra, and K
consftants for a typical platform, while Kjnit, Kpir, and ky can be accurately estimated us
predictor from a previous decoded picture.

Onceg the picture complexity is determined, the decoder applies DVFS to determine a su
freqpiency and supply voltage for the decoder. Then, the decoder can decode the video pi
appropriate clock frequency and supply voltage.

The DVFS-enabling SEI message can be inserted into the bitstream on a picture-by-pictur
sceng, orevéen time-interval-by-time-interval basis, depending on the underlying applicatior
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MmB) and the
ted packets
-complexity
refetching),
er-block six-
Lix are fixed
ing a linear

itable clock
cture at the

e, scene-by-
. Therefore,

the §ElmesSsage can be inserted once at the start of each picture, scene, or time interval. A sc
or ti

bne-interval

e interval inserted message requires less overhead than a pi{‘hlrp-]pvp] inserted message. For

processors that don’t support high-frequency DVFS (e.g. adapting at 33 ms for 30Hz video playback),
setting period_type to an interval is preferable to setting period_type to a picture. Once all complexity
metrics are obtained from the SEI message, the decoder estimates the complexity for the next picture,
group of pictures, or time interval as indicated by period_type. This complexity is then used to adjust
the voltage and frequency for the upcoming period.

In a hardware (ASIC) implementation, instead of deriving decoding complexity and using it directly to
control a single clock frequency in a DVFS scheme, the ASIC can be designed so that it includes several
distinct clock domains, each of which corresponds to one of the terms in Formula B-3. Greater power
reduction can be obtained by using such a flexible ASIC with distinct clock domains. For example, six
clock domains in the ASIC can control the following six sections of the ASIC: macroblock initialization, bit
parsing, transform and quantization, intra-block prediction, interpolation, and deblocking. To achieve
fine-grained DVFS adjustments, the clock frequencies in each domain may be varied in proportion to the
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corresponding term in Formula B-3. Accordingly, the preceding clock domains can have instantaneous
clock frequencies that are respectively proportional to the following terms: Kipit * nMB, Kbit * Nbit, Knz *
Nnz, Kintra * Nintra, Ksix * Nsix, and Kg * ng.

AVC bitstream + metadata

—l DeMUX

:nnz, Nintra, Nsix, Na
Y
Complexity Prediction

AVC bitstream ———————
:Cframe

A
DVFS Control

- kaz kintraksix
4 4

kinit, kbit, ka determined
from previous frame

: Frequency,
'Voltage

AVC Decoder
(with Complexity Profiler)

b -

I Decoded Video

Figure B.3 — Example of parsing, complexityprediction, and DVFS control

B.2 Display adaptation

B.2.1 General

Display Ad::rtation (DA) achieves power sayings by scaling up the RGB components in the reconstrycted
frames whille reducing the backlight or-voltage proportionally. The decreased backlight or voltage
reduces display power consumptiop-while still producing the same perceived display. The metadalta in
6.2.1 can be|stored using the file format specified in ISO/IEC 23001-10 or the metadata can be carri¢d by
MPEG-2 sysftems as specified in ISO/IEC 13818-1:2013/Amd. 3:2014.

B.2.2 Example usage of display-adaptation metadata

The metadfta scaled¢psnr_rgb[i] indicates the PSNR for the ith quality level. At the transmijtter,
reconstructled frames’are available within the encoder and scaled_frames][i] is estimated by saturating
all RGB comporients of reconstructed frames to max_rgb_component[i]. The scaled_frames[i] [thus
obtained are.what would be perceived at the display after the receiver scales the RGB components of
reconstructedframesby{peaksigna ax—rgb—co ynentfifand-thenapples-thebacklightscaling
factor, b = (max_rgb_component[i] / peak signal) to the LCD backlight. scaled_psnr_rgb[i] is computed
at the transmitter using peak signal and by assuming that the noise is the difference between scaled_
frames|i] and reconstructed frames accumulated over R, G and B components, as explained in 6.4.

The receiver examines the (num_quality_levels + 1) pairs of metadata and selects the pair (max_rgb_
component[iSelected], scaled_psnr_rgb[iSelected]) for which scaled_psnr_rgb[iSelected] is an acceptable
quality level. Then, the receiver derives DA scaling factors from max_rgb_component[iSelected].
Finally, the display scales the RGB components of reconstructed frames by peak signal / max_rgb_
component[iSelected] and it scales the backlight or voltage level by max_rgb_component[iSelected] /
peak signal. After backlight scaling, the displayed pixels are perceived as scaled_frames[iSelected]. The
metadata clearly enables a trade-off between quality (PSNR) and power reduction (backlight scaling
factor).
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The following power-saving protocol can be implemented in a mobile device. The user specifies a list
of N acceptable PSNR quality levels Q[1], ..., Q[N], where Q[1] > Q[2] > ...> Q[N] and a list of Remaining
Battery Life Levels (RBLLs) RBLL[1], ..., RBLL[N] so that RBLL[1] > RBLL[2Z] > ... > RBLL[N]. For example,
consider N =3 and Q[1] =40, Q[2] = 35, Q[3] = 25 with RBLL[1] = 70%, RBLL|[2] = 40% and RBLL[3] = 0%.
When the user watches a video, the device monitors the actual RBLL, denoted RBLLactual, of the device
and selects RBLL[iSelected] so that RBLL[iSelected-1] > RBLLactual > RBLL[iSelected], where RBLL[0] =
100%. For each frame to be displayed, the device examines the display-adaptation metadata and selects
the pair indexed by jSelected for which Q[iSelected-1] > scaled_psnr_rgb[jSelected] > Q[iSelected],
where Q[0] = infinity. The metadata max_rgb_component[jSelected] is then used to determine display-
adaptation scaling parameters. Thus, the device will implement a protocol that strikes a balance between
perceived quality and power-saving. The balance is tilted toward quality when the RBLL

is high but

shiftls toward power saving as the battery is depleted.

B.2.2.1 Example usage of display-adaptation metadata for contrast enhancement

Atl

quality levels, contrast enhancement significantly improves perceived yisual qualit

for bright content. To enhance contrast at the lowest quality level associated\with the back
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|d. If it is greater than zero, then contrast enhancement metadatalis available and {
bs upper_bound. The presentation subsystem performs contrast enhancement by
light scaling factor to b = (max_rgb_component[num_quality levels] / peak signal), g
component, X, of reconstructed frames, the following scaling.to S(x) is performed:

= 0, for x in [0,lower_bound],

= peak signal * (x-lower_bound) / (upper_bound —dower_bound),
forx in (lower_bound, upper_bound),

= peak signal, for x in [upper_bound, peak signal]

rve that the interval (lower_bound, upper_bound) is mapped to the interval (0, peak si
applying the backlight scaling facter, b, to the display, the interval (lower_bound, upp¢
pived visually as the interval (0,b *peak signal). Therefore, for RGB components within
er_bound, upper_bound), the perceived contrast enhancement is proportional to b * p
er_bound - lower_bound): This expression simplifies to b / (upper_bound - lower_bour
signal is a constant. Fof RGB components within the intervals [0, lower_bound] and [uj
signal], all contrast.is lost because these intervals are mapped to 0 and peak signal, re|

1 the preceding.observation, it is clear that the contrast is maximized by determining |
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as b = max_rgb_component[num_quality_levels] / peak signal. Then, invoke the following pseudocode
function get_contrast_metadata() to determine lower_bound and upper_bound.

// Given RGB components, x, of reconstructed frames with
// cumulative distribution function, C(x), the function get_contrast_metadata() returns
// lower_bound and upper_bound.
[lower_bound, upper_bound] = get_contrast_metadata(C(x)) {
// C(x): Cumulative distribution function of RGB components of reconstructed frames.
max_enhancement = 0;
for (lower_bound = 0; lower_bound < peak signal; lower_bound++){
for (upper_bound = lower_bound; upper_bound < peak signal; upper_bound++){

h e (Cr 1 N c~n 1. N /o 1. 3 _1 1 R
en anCCI]iu:uL— (Ctapper—oouna—Cc({rower—oouna) 7 (apper-oouna—rower-—oouty

if (enhanfement > max_enhancement) {
max_enhancement = enhancement;
best_lower_bound = lower_bound;
best_upper_bound = upper_bound;

}
}
}
return (besf_lower_bound, best_upper_bound);

}

Although thle metadata computed by get_contrast_metadata() is optimalforeach frame, flicker artefacts
may occur yWhen the video is viewed due to large differences betweenslower_bound (or upper_bound)
settings on puccessive video frames. To avoid such flicker, the lowet_bound and upper_bound metqdata
should be smoothed temporally using the pseudo-code function ‘smooth_contrast_metadata() sHown
below.

// Given a vifeo sequence with frameNum in [1,...,N], first smooth the lower bounds by
// applying ghe function recursively to all frames by issuing
// smooth_cpntrast_metadata(LowerBounds,1),
// -
// smooth_cpntrast_metadata(LowerBounds,N)
// Then smojpth the upper bounds by issuing
// smooth_cpntrast_metadata(UpperBounds,1);
/]
// smooth_cpntrast_metadata(UpperBowids,N)
// where
// LowerBoynds: vector of lower_bound metadata for the N frames
// UpperBounds: vector of uppercbound metadata for the N frames
void smooth| contrast_metadata(Vector, frameNum) {
// Vector: vector of metadatato be smoothed
// frameNum: current frame humber
cur = Vector[frameNum]
prev = Vectgr[frameNum - 1]
if Abs((cur -|prev)-/Aprev) > Threshold { // Check whether the metadata variation between
// successive frames exceeds the threshold.
if (cur < pref)N// if the current frame’s metadata are lower than the previous frame’s metadata,
// then increase the current frame’s metadata so that it reaches the acceptable
// threshold.

Vector[frameNum] = prev * (1 - Threshold)

} else { // increase the previous frame’s metadata so that it reaches the acceptable
// threshold. Then adjust the metadata for all preceding frames.
Vector[frameNum - 1] = cur / (1 + Threshold)
smooth_contrast_metadata(Vector, frameNum - 1)

}
}

The value of Threshold is display independent and can be set to 0,015, which corresponds to a 1,5%
metadata variation between successive frames.
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B.2.2.2 Preventing flicker arising from control latency

If DA metadata were unavailable, then to implement DA, the display would have to estimate max_rgb_
component[i] and immediately adjust the backlight (or voltage). This is impossible in most practical
implementations because there is a significant latency of D milliseconds between the instant when the
backlight scaling control is applied and the instant when the backlight actually changes, in response
to the control. If D is sufficiently large, then the backlight values will not be synchronized with the
displayed frames and flickering is visible. Fortunately, DA metadata eliminates this flickering. Because
the receiver obtains the metadata in advance, the backlight scaling factor can be applied D milliseconds
ahead of the video frame with which that scaling factor is associated. Therefore, by transmitting
metadata, the latency issue is solved and the backlight scaling factor will be set appropriately for each
franje. This avoids flicker from backlight changes during video display.

B.2.2.3 Metadata for DA on displays with control-frequency limitations

Besifles eliminating flicker arising from backlight-control latency, DA metadata can also enable DA to be
appljed to displays in which the backlight (or voltage) cannot be changed frequently. For such displays,

once the backlight has been updated it must retain its value for a time interwval that spans fhe duration

of some number of successive frames. After the time interval has elapsed,|the backlight may
agaih. DA metadata allows the backlight to be set appropriately for,the specified time inte
max
valu
inteq
deriy
mus
the
valu

e is determined by aggregating the RGB component histograims'in all successive frames

val over which the backlight must remain constant. The.aggregated histograms are
e DA metadata, as explained in preceding subclauses. To'enable this mode of operation,

[ signal to the transmitter, constant_backlight_voltage_time_interval, the time interval
acklight (or voltage) must remain constant. Alternatively, the transmitter may assume 3
e for constant backlight voltage time interval.

On cprrently available displays, setting constant_backlight_voltage_time_interval to 100 mi
sufficient to prevent flicker. Therefore, setting-num_constant_backlight_voltage_time_inter
consftant_backlight_voltage_time_interval{0] = 100 is sufficient to prevent flicker arising 1
freqpiency limitations. However, in the future, anew display technology with constant_backlig

bacKlight_voltage_timle_interval to the transmitter as explained in 6.2.2 and 6.3.2. If the
is additionally eapable of re-computing the display adaptation metadata to be consiste
signalled constant_backlight_voltage_time_interval, then the re-computed metadata can s
be provided.te'the receiver.

be updated
rval so that

mal power reduction and minimal RGB-component saturatioheccurs. This appropriate backlight

n each time
hen used to
the receiver
over which
reasonable
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vals = 1 and
om control-
rht_voltage_
b transition
isplays will
'vals = 2, to
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1l constant_
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nt with the
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B.2.2:4</DA metadata to prevent flicker from large variations

On some platforms, besides the flicker that arises from control latency and control-frequency limitations,
flicker can also occur due to a large difference between the backlight (or voltage) settings (defined as
backlight_scaling_factor in 6.4) of successive video frames. To avoid such flicker, a transmitter can use
the function in the table below to adjust the backlight setting of each frame. Specifically, if the relative
backlight variation between a frame and its predecessor is larger than a threshold, then the backlight
values of all preceding frames must be adjusted. This adjustment is done at the transmitter after
metadata has been computed using one of the methods described in the preceding subclauses.

For example, for a targeted quality level, the transmitter would estimate max_rgb_component and the
corresponding backlight_scaling_factor for each of N frames. Given max_variation (normalized to 255),
the transmitter applies adjust_backlight() with the specified max_variation threshold computed as the
floating-point number (max_variation/2048). This function adjusts the vector of backlight_scaling_
factor values for the N frames so that the relative backlight variation between successive frames is
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less than max_variation. After the backlight values have been adjusted, the DA metadata is modified, if
necessary, to be consistent with the adjusted backlight values.

// recursivel

/] ..

// Given a video sequence with frameNum in [1,...,N], apply the function

y to all frames by issuing

// adjust_backlight(Backlights,1,max_variation),

// adjust_backlight(Backlights,N,max_variation)

void adjust_backlight(Backlights, frameNum, max_variation) {
// Backlights: vector of backlight_scaling_factor values

// frameNum: current frame number

if Abs((cur -
if (cur < prey

backlights
telse { // ind

// max_vari rHorraxrahT pet missibte ba\,}\}lsht vartatiomrbetweenrtwo
// consecutiye backlight values

cur = Backlights[frameNum]

prev = Backlights[frameNum - 1]

prev) / prev) > max_variation { // Check whether the backlight variation between
// successive frames exceeds the threshold.
/) { // if the current frame’s backlight is lower than the previous frame’s backlight,
// then increase the current frame’s backlight so that it reaches the acceptable threshold.
frameNum] = prev * (1 - max_variation)
rease the previous frame’s backlight so that it reaches the acceptable

// threshold.Then adjust the backlights for all preceding frames.

backlights|frameNum - 1] = cur / (1 + max_variation)

adjust_backlight(backlights, frameNum - 1, max_variation)
}
}
For a given|display, large values of max_variation will indu€e more flicker but also save more pagwer.
Therefore, fhe selected value of max_variation is a compromise between flicker reduction and ppwer
saving. Themax_variation metadata guarantees that thereceiver will not experience flicker becausg the
backlights dre adjusted specifically for the receiver’s display.
On currently available displays, setting max_vagiation = 0,015*2 048 is sufficient to prevent flicker.
Therefore, §etting num_max_variations = 1 aid max_variation = 0,015*2 048 is sufficient to prgvent

flicker arising from control-frequency limitations. However, in the future, a new display techngd
with max_vjariation significantly different:from 0,015*2 048 may be invented. During the trans

period fro

widely used and it will be necessary to'set num_max_variations = 2, to support both display types

preceding
does not ex

However, if
to the trans
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the current display technaology to the new display technology, two types of displays w

ode of operation assumes that a signalling mechanism from the receiver to the transm
st.

buch a signalling mechanism does exist, then the receiver can explicitly signal max_vari:
mitter as explained in 6.3.2. If the transmitter is additionally capable of re-computin
btation metadata to be consistent with the signalled max_variation, then the re-comp
n subsequently be provided to the receiver.
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B.3 Ener

fici lia seloction inadanti :

B.3.1 General

This clause explains how the Green Metadata for adaptive streaming can be computed at the server and

how such m

etadata can be used at the client.

B.3.2 Green Metadata production and transmission at the server side

Given N video Representations, the decoder-power indication metadata dec_ops_reduction_ratio_
from_max(i) (DOR-Ratio-Max(i)) and dec_ops_reduction_ratio_from_prev(i) (DOR-Ratio-Prev(i)) are
computed by the encoding system and provided by the server fori= 0 to N-1, as shown in Figure B.4. The
display-power indication metadata is computed from one Representation.
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Figure B.4 — Green Metadata computation and insertion

[DOR-Ratio-Max(i) associated with each video Representation'i of a Segment is comp
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DOR-Ratio-Prev(i) associated with each video Représentation i of a Segment is comp
br-saving ratio from the previous Segment of the’same Representation, as defined in 7.4
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