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1

INFORMATION TECHNOLOGY -
SMALL COMPUTER SYSTEM INTERFACE -
PART 150: Serial attached SCSI (SAS)

FOREWORD

ISO (International Organization for Standardization) and IEC (International Electrotechnical Commission) form the speciali

zed

system for worldwide standardization. National bodies that are members of ISO or IEC participate in the development of Interna-
tional Standards through technical committees established by the respective organization to deal with particular fields of technical

activity. ISO and IEC technical committees collaborate in fields of mutual interest. Other international organizations, governme

ntal

2)

3)
4)

5)

6)

Int]
ted

and non-governmental, in liaison with ISO and IEC, also take part in the work.
In the field of information technology, ISO and IEC have established a joint technical committee, ISO/IEC JTC 1. Draft Intefnatiq
Standards adopted by the joint technical committee are circulated to national bodies for voting. Publication as an Intesmatig
Standard requires approval by at least 75 % of the national bodies casting a vote.

All users should ensure that they have the latest edition of this publication.

No liability shall attach to IEC or ISO or its directors, employees, servants or agents including individual experts @nd member
their technical committees and IEC or ISO National Committees for any personal injury, property damage or-other damage of
nature whatsoever, whether direct or indirect, or for costs (including legal fees) and expenses arising out of the publication, usd
or reliance upon, this ISO/IEC publication or any other IEC or IEC/ISO publications.

Attention is drawn to the normative references cited in this publication. Use of the referenced publications is indispensable for
correct application of this publication.

CAUTION: The developers of this standard have requested that holders of patents that may<e required for the implementatio
the standard, disclose such patents to the publisher. However, neither the developers nor.the publisher have undertaken a pa;
search in order to identify which, if any, patents may apply to this standard.

As of the date of publication of this standard and following calls for the identification of,patents that may be required for the
implementation of the standard, no such claims have been made. No further patent search is conducted by the developer or
publisher in respect to any standard it processes. No representation is made or implied that licenses are not required to a
infringement in the use of this standard.

ISO and IEC shall not be held responsible for identifying any or all such patent rights.

brnational Standard ISO/IEC 14776-150 was prepared Bysubcommittee 25: Interconnection of informat|
hnology equipment, of ISO/IEC joint technical committeée 1: Information technology.

nal
nal

5 of
any
of,
the

h of
ent

the
oid

on



https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

26
INTRODUCTION

SCSI family of standards

14776-150 © ISO/IEC:2004(E)

The SCSI family of standards provides for many different transport protocols. The SCSI transfer protocol
standards define the rules for exchanging information between SCSI devices using interconnects.

Figure 1 shows the relationship of this standard, ISO/IEC 14776-150, to other standards and to related

projects in the SCSI family of standards.

Device-type specific command
sets (e.g.,

SBC-2 (ISO/IEC 14776-322),

SSC-2 (ISO/IEC 14776-332),

MMC-3 (ISO/IEC 14776-363))

(shared for all device types)
(SPC-3 (ISO/IEC 14776-453))

Primary command set

Protocols (e.g.,
SPI-4 (ISO/IEC 14776-114),
FCP-2 (ISO/IEC 14776-222),
SSP in this standard(ISO/IEC 14776-150)

SCSI Architecture Model
(SAM-3 (ISO/IEC 14776-413))

Interconnects (e.g.,
SPI-4 (ISO/IEC 14776-114),
Fibre Channel (ISO/IEC14165),
this standard (ISO/IEC{14776-150)

Thjs standard also defines the rules for exchanging infermation between ATA hosts and ATA devices using

Figure 1 — SCSI documentrelationships

he

safne serial interconnect. Other ATA transport protacel standards define the rules for exchanging informatjon

befween ATA hosts and ATA devices using other:interconnects.

Figure 2 shows the relationship of this standard, SO/IEC 14776-150, to other standards and related projects

n

thg ATA family of standards.
. Deviee-type specific command Primary command set

ATA _reglster- sets (e.g., (shared for all device types)

delivered MMC-3 (ISO/IEC 14776-363)) | | (SPC-3 (ISO/IEC 14776-453))
command set (_
(ATA/ATAP@ . ATAPI

VO'“”‘&%’ (Packet delivered command set)

O (ATA/ATAPI-7 Volume 1)

§Q

ATA/ATAPI register set
(ATA/ATAPI-7 Volume 1)

Protocols (e.g.,

STP in this standard,
ATA/ATAPI-7 Volume 2 (Parallel ATA),
ATA/ATAPI-7 Volume 3 (Serial ATA))

this standard,

Interconnects (e.g.,

ATA/ATAPI-7 Volume 2 (Parallel ATA),
ATA/ATAPI-7 Volume 3 (Serial ATA))

Figure 2 — ATA document relationships
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Figure 1 and figure 2 show the general relationship of the documents to one another, and do not imply a
relationship such as a hierarchy, protocol stack or system architecture.

These standards specify the interfaces, functions and operations necessary to ensure interoperability
between conforming implementations. This standard is a functional description. Conforming implementations
may employ any design technique that does not violate interoperability.

This standard is intended to be used in conjunction with other SCSI and with ATA specifications.

Organisation of this standard
Clause 1 (Scope) describes the relationship of this standard to the SCSI and ATA families of standargls.
Clause 2 (References) provides references to other standards and documents.

Clause 3 (Definitions, symbols, abbreviations, keywords, and conventions) defines terms and
conventions used throughout this standard.

Clause 4 (General) describes architecture, names and identifiers, state machines, resets;, I-’ T nexus
loss, and provides an expander device model.

Clause 5 (Physical layer) describes the physical layer. It describes passive intercennect components
(connectors, cables, and backplanes) and defines the transmitter and réceiver electrical
characteristics.

Clause 6 (Phy layer) describes the phy layer. It describes 8b10b encoding;bit order, out of band (OOB)
signals, phy reset sequences, phy layer state machines, and-spin-up.

Clause 7 (Link layer) describes the link layer. It describes primitivesclock skew management, idle
physical links, CRC, scrambling, address frames, the identification sequence and its state
machine, power management, SAS domain changes,‘connections, rate matching, and SS
STP, and SMP connection rules and link layer state‘machines.

Clause 8 (Port layer) describes the port layer, which sits Between one or more link layers and one or
more transport layers. It includes port layer state machines.

Clause 9 (Transport layer) describes the transport layer. It includes SSP, STP, and SMP frame
definitions and transport layer state maehines.

Clause 10 (Application layer) describes the application layer. It describes SCSI protocol services, mofle
parameters, log parameters, and power conditions, ATA specifics, and SMP functions.

g

Normative Annex A (Compliant jitter test pattern (CJTPAT)) describes the jitter test patterns.
Informative Annex B (SAS to SAS phy.reset sequence examples) provides additional phy reset
sequence examples.
Informative Annex C (CRC) provides information and example implementations of the CRC algorithm).
Informative Annex D (SAS address hashing) provides information and example implementations of the
hashing algorithm.
Informative Annex E (Scrambling) provides information and example implementations of the scramblipng
algorithm.
Informative AnnexF (ATA architectural notes) describes ATA architectural differences from Serial ATA
and‘Serial ATA 11
InformativesAnnex G (Expander device handling of connections) describes expander device behavior|
a variety of connection examples.
Inforniative Annex H (Primitive encoding) lists the primitive encodings available for future versions of
this standard.
Informative Annex | (Messages between state machines) contains a list of messages between state
machines.
Informative Annex J (Discover process example implementation) provides an example implementation
of the discover process.
Informative Annex K (SAS icon) defines the SAS logo.

n
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The following diagram shows the organization of the layers of this standard.

L L Management
SCSI application layer ATA application layer application layer Clause 10
A A A
A
SSP transport layer STP transport layer SMP transport layer Clause 9
A A A
SAS port layer Clause 8
A A A
A
SSP link layer STP link layer SMP link layer
Clause 7
SAS link layer
A
\
SAS phy layer O\\ Clause 6
‘ (02
A
\J
SAS physical layer Q Clause 5
)

Organization of this.standard
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Information Technology - Small Computer System Interface

(SCSI) - Part 150: Serial Attached SCSI (SAS)

1 Scope

This part of ISO/IEC 14776 defines the rules for exchanging information between SCSI devices using the
Serial Attached SCSI (SAS) interconnect, which is compatible with the Serial ATA (SATA) physical

interconnect. It also specifies three transport protocols, one to transport SCSI commands, another to transp
ial ATA commands to multiple SATA devices, and a third one to support interface management.

2 References

2.1 Normative references

he time of publication, none of the referenced standards were published.

References under development

he time of publication, the following referenced standards were still under development. For information
current status of the document, or regarding availability, contact the“felevant standards body or ot
anization, as indicated.

/IEC xxx (under consideration), AT Attachment with Packetinterface-7 volume 1 (ATA/ATAPI-7
ndard (T13/1532-D)

/IEC xxx (under consideration), AT Attachment with Packet Interface-7 volume 2 (ATA/ATAPI-7
ndard (T13/1532-D)

/IEC xxx (under consideration), AT Attachmentwith Packet Interface-7 volume 3 (ATA/ATAPI-7
ndard (T13/1532-D)

/IEC 14776-114 (under consideration), Information technology - Small computer system interface (SCS

Part 114: (SPI-4)
ISO/IEC 14776-222 (under consideratign)y Information technology - Small computer system interface (SCS
Palrt 222: Fibre channel protocol for SCSI 2 (FCP-2)

/IEC 14776-322 (under considéeration), Information technology - Small computer system interface (SCS
t 322: (SBC-2)

/IEC 14776-332 (underconsideration), Information technology - Small computer system interface (SCS
t 332: (SSC-2)

/IEC 14776-363\(under consideration), Information technology - Small computer system interface (SCS
t 363: (MMCZ3)

/IEC 147.76-413 (under consideration), Information technology - Small computer system interface (SCS
t 413 Architecture Model-3 (SAM-3)

HEC 14776-453 (under consideration), Information technology - Small computer system interface (SCS

ort

on
ner

1

2)

3)

1) -

1) -

1) -

1) -

Part-453- Primars Commands-2 (SPC.2)
oo—HHaty e aS-—otor <}

NOTE 1 For more information on the current status of these documents, contact the INCITS Secretariat at 202-737-8888 (phone),
202-638-4922 (fax) or via Email at incits@itic.org. To obtain copies of these documents, contact Global Engineering at 15 Inverness Way,
East Englewood, CO 80112-5704 at 303-792-2181 (phone), 800-854-7179 (phone), or 303-792-2192 (fax) or see http://www.incits.org.

2.3 Bibliography

For information on the current status of the listed documents, or regarding availability, contact the indicated

organization.

ISO/IEC 14165 (all parts), Information technology - Fibre channel
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rial ATA Il: Extensions to Serial ATA 1.0. Revision 1.0. 16 October 2002

NOTE 2 For more information on the current status of the Serial ATA documents, contact the Serial ATA International Organisation at
http://www.serialata.org.

SFF-8223, 2.5" Drive w/Serial Attachment Connector

SFF-8323, 3.5" Drive w/Serial Attachment Connector
SFF-8410, High Speed Serial Testing for Copper Links
SFF-8460, HSS Backplane Design Guidelines
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F-8470, Multi Lane Copper Connector
F-8482, Unshielded Dual Port Serial Attachment Connector
F-8523, 5,25" Drive w/Serial Attachment Connector

TE 3 For more information on the current status of the SFF documents, contact the SFF Committee at 4085867-6630 (phone
-867-2115 (fax). To obtain copies of these documents, contact the SFF Committee at 14426 Black Walnut Court; Saratoga, CA 95
08-867-6630 (phone) or 408-741-1600 (fax) or see http://www.sffcommittee.org.

1G Unified Modeling Language (UML) Specification. Version 1.4, September 2001.
TE 4 For more information on the UML specification, contact the Object Modeling Group at http://ivww.omg.org.
mmon Information Model (CIM) Specification. Version 2.2, 14 June 1999

TE 5 For more information on the CIM specification, contact the Desktop Managemernit. Task Force, Inc. at http://www.dmtf.org.

Definitions, symbols, abbreviations, keywords and conventions

.18b10b coding: A coding scheme that represents an 8-bit data byte as a 10-bit character. See 6.2.

.2 affiliation: STP target port state of limiting acceptance of connection requests to those from a sin
P initiator port. See 7.17.3.

.3 application client: An object that is the source of SCSI commands (see SAM-3), ATA commands (S
A/ATAPI-7 V1), or management.function requests.

.4 AT Attachment (ATA).” A’standard for the internal attachment of storage devices to hosts. §
A/ATAPI-7 V1.

.5 ATA device:_Arstorage peripheral (analogous to a SCSI target device). See ATA/ATAPI-7 V1.

.6 ATA domain: An I/O system consisting of a set of ATA hosts and ATA devices that communicate W
e another by*means of a service delivery subsystem. See 4.1.1.

.7 ATA host: A host device that originates requests to be processed by an ATA device (analogous t

SQ

, or
D70

jle

ee

ce

ith

Slinitiator device). See ATA/ATAPI-7 V1.

3.1.8 big-endian: A format for storage or transmission of binary data in which the most significant byte
appears first. In a multi-byte value, the byte containing the most significant bit is stored in the lowest memory
address and transmitted first and the byte containing the least significant bit is stored in the highest memory
address and transmitted last (e.g., for the value 0080h, the byte containing 00h is stored in the lowest memory
address and the byte containing 80h is stored in the highest memory address).

3.1.9 broadcast primitive processor (BPP): An object within an expander function that manages broadcast
primitives. See 4.6.5.
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3.1.10 burst time: The part of an OOB signal (see 3.1.82) where ALIGN primitives (see 3.1.93) are being
transmitted. See 6.5.

3.1.11 byte: A sequence of eight contiguous bits considered as a unit.

3.1.12 character: A sequence of ten contiguous bits considered as a unit. A byte is encoded as a character
using 8b10b coding (see 6.2).

3.1.13 command descriptor block (CDB): A structure used to communicate a command from a SCSI
application client to a SCSI device server. See SAM-3.

3.1.14 compliant jitter test pattern (CJTPAT): A test pattern for jitter testing. See 5.3.8.

3.1.15 configurable expander device: An expander device that contains an expander routétable tha
copfigured with expander route entries. See 4.1.5.

S

3.1.16 confirmation: A message passed from a lower layer state machine to a higher layer state machine,
uspally responding to a request (see 3.1.102) from that higher layer state machine, and sometimes relaying a
regponse (see 3.1.104) from a peer higher layer state machine.
3.1.17 connection: A temporary association between a SAS initiator port-and a SAS target port. See 7.13.

3.1.18 connection rate: The effective rate of dwords through the pathway between a SAS initiator phy anfl a
SAS target phy, established through the connection request.

3.1.19 control character (Kxx.y): A character that does notrepresent a byte of data. See 6.2.

3.1.20 cyclic redundancy check (CRC): An error chegking mechanism that checks data integrity |by
computing a polynomial algorithm based checksum. See'7.5.

3.1.21 D.C. idle: A differential signal level that issrominally 0 V(P-P). See 5.3.4.
3.1.22 data character (Dxx.y): A character representing a byte of data. See 6.2.
3.1.23 data dword: A dword that stdrts with a Dxx.y (data character).

3.1.24 deadlock: A condition iftwhich two or more processes (e.g., connection requests) are waiting for the
others to complete, resulting-in-none of the processes completing.

3.1.25 deterministic jitter: Jitter with a non-Gaussian probability density function. Deterministic jitterf is
always bounded in amplitude and has specific causes. Four kinds of deterministic jitter are identified: duty
cy¢le distortion, data dependent, sinusoidal, and uncorrelated (to the data) bounded. Deterministic jittef is
characterized hy<ts bounded, peak-to-peak value.

3.1.26 deviee server: An object within a SAS target device that processes SCSI tasks (see SAM-3), ATA
conmands (see ATA/ATAPI-7 V1), or management functions.

3.1°Z7 direct current (D.C.). The non-A.C. component o a signal. In this standard, all frequency
components below 100 kHz.

3.1.28 direct routing attribute: The attribute of an expander phy that indicates it may be used by the
expander connection manager to route a connection request to an end device. See 4.6.7.1.

3.1.29 direct routing method: The method the expander connection manager uses to establish a
connection with an end device. See 4.6.7.1.

3.1.30 discover process: The algorithm used by a management application client to configure the SAS
domain. See 4.6.7.4.
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3.1.31 disparity: The difference between the number of ones and zeros in a character (see 6.2).

3.1.32 domain: A SAS domain, a SCSI domain, or an ATA domain.

3.1.33 dword: A sequence of four contiguous bytes or four contiguous characters considered as a unit.

(E)

3.1.34 dword synchronization: Detection of an incoming stream of dwords from a physical link by a phy.
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e 6.8.
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.1.42 expander function: An object within an expander device that contains an expander connect

.35 edge expander device: An expander device that Is part of a single edge expander device set.

.36 edge expander device set: A group of one or more edge expander devices that may be attached
more than one other edge expander device set or one fanout expander device. See 4.1.8.2.

.37 end device: A SAS device that is not contained within an expander device.

.38 event notification: A message passed from the transport layer to the application layer notifying
blication layer that a SCSI event has occurred. See SAM-3.

.39 expander connection manager (ECM): An object within an expandenfuriction that manages routi
e 4.6.4.

.40 expander connection router (ECR): The portion of an expander function that routes messad
ween expander phys. See 4.6.4.

.41 expander device: A device that is part of the service delivery subsystem and facilitat
mmunication between SAS devices. See 4.1.5.

nager, expander connection router, and broadcast'primitive processor. See 4.6.1.

.43 expander phy: A phy in an expanderdevice that interfaces to a service delivery subsystem.

.44 expander port: An expander device object that interfaces to the service delivery subsystem and
S ports in other devices.

.45 expander route entry: -Afouted SAS address and an enable/disable bit in an expander route ta
e 4.6.7.3).

.46 expander routeZindex: A value used in combination with a phy identifier to select an expander ro
ry in an expanderroute table (see 4.6.7.3).

A7 expanderroute table: A table of expander route entries within an expander device. The table is ug
the expander function to resolve connection requests. See 4.6.7.3.

.A8fanout expander device: An expander device that is capable of being attached to two or more ed

ex

to

es

es

ple

Lte

ge

pander device sets.

3.1.49 field: A group of one or more contiguous bits.

3.1.50 frame: A sequence of data dwords between a start of frame primitive (e.g., SOF, SOAF, or
SATA_SOF) and an end of frame primitive (e.g., EOF, EOAF, or SATA_EOF).

3.1.51 frame information structure (FIS): The SATA frame format. See ATA/ATAPI-7 V3.

3.1.52 hard reset: A SAS device or expander device action in response to a reset event in which the device
performs the operations described in 4.4.
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3.1.53 hard reset sequence: A sequence that causes a hard reset (see 4.4).

3.1.54 hardware maximum physical link rate: The maximum physical link rate capability of a phy.

3.1.55 hardware minimum physical link rate: The minimum physical link rate capability of a phy.

3.1.56 hash function: A mathematical function that maps values from a larger set of values into a smaller
set of values, reducing a long value into a shorter hashed value.
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o7 1_T nexus: A nexus that exists between a SCSI initiator port and a SCSI target port.

.58 |_T nexus loss: A condition where a SAS port determines that another SAS port is no-long
hilable. See 4.5.

.59 1T L nexus: A nexus that exists between a SCSI initiator port, a SCSI target portyand a logical u
s relationship extends the prior I_T nexus.

ged task. This relationship extends the prior I_T nexus or |_T_L nexus.

.61 identification sequence: A sequence where phys exchange IDENTIEY address frames. See 4.4.

.62 idle dword: A vendor-specific data dword that is scrambled and is transmitted outside a frame. S
.63 idle time: The part of an OOB signal (see 3.1.82) where D.C. idle (see 5.3.4) is being transmitt
e 6.5.

.64 indication: A message passed from a lower<ayer state machine to a higher layer state machi
Lally relaying a request (see 3.1.102) from a peerthigher layer state machine.

.65 information unit (IU): The portion of\an SSP frame that carries command, task managems
ction, data, response, or transfer ready information. See 9.2.2.

.66 invalid dword: A dword with_an illegal character, with a control character in other than the f
hracter position, with a control character other than K28.5 or K28.3 in the first character position, or wit
ning disparity error.

.67 jitter: Abrupt and.tunwanted variations in the interval between successive pulses.

.68 least significant bit (LSB): In a binary code, the bit or bit position with the smallest numeri
ighting in a group of bits that, when taken as a whole, represent a numerical value (e.g., in the num
D1b, the bit that'is set to one).

.69 link-reset: Performing the link reset sequence (see 3.1.70).
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.60 1_T L Qnexus: A nexus between a SCSI initiator port, a SCSI target_port, a logical unit, and a
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.70)link reset sequence: For SATA, a phy reset sequence (see 3.1.87). For SAS, a phy reset sequer

ce

fol

owed DYy an identrication sequence (see 5.1.061), or a pnhy reset sequence Tollowed Dy a hard re

sequence (see 3.1.53), another phy reset sequence, and an identification sequence. See 4.4.

et

3.1.71 little-endian: A format for storage or transmission of binary data in which the least significant byte
appears first. In a multi-byte value, the byte containing the least significant bit is stored in the lowest memory
address and transmitted first and the byte containing the most significant bit is stored in the highest memory
address and transmitted last (e.qg., for the value 0080h, the byte containing 80h is stored in the lowest memory
address and the byte containing 00h is stored in the highest memory address).

3.1.72 livelock: A condition where two or more processes (e.g., connection requests) continually change
their state in response to changes in other processes, resulting in none of the processes completing.
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3.1.73 media: Particular elements comprising the interconnect including copper cables, printed circuit
boards, and other transmission line materials.

3.1.74 message: Information sent between state machines.

3.1.75 most significant bit (MSB): In a binary code, the bit or bit position with the largest numerical
weighting in a group of bits that, when taken as a whole, represent a numerical value (e.g., in the number
1000b, the bit that is set to one).
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.o narrow link: A physical link that attaches a narrow port to another narrow port. See 4.1.3.
.77 narrow port: A port that contains exactly one phy. See 4.1.3.

.78 negotiated physical link rate: The current operational physical link rate establishedafter spe
potiation between two phys.

.79 nexus: A relationship between a SCSI initiator port and a SCSI target port that may extend to a logi
t and a tagged task. See SAM-3.

ects that are related in some way.

.81 OOB sequence: A sequence where two phys exchange OOB signals. See 4.4.

.82 OOB signal: Pattern of ALIGNs and idle time used during-the link reset sequence. See 6.5.

.83 partial pathway: The set of physical links participating in a connection request which has not reach
BAS endpoint (i.e., the connection request has been dransmitted by the source device and confirmed

eived by at least one expander device with AIP). See 4.1.9.

.84 pathway: A set of physical links between@a SAS initiator phy and a SAS target phy being used b
nnection. See 4.1.9.

.85 pathway blocked count: The number of times the port has retried this connection request due
eiving OPEN_REJECT (PATHWAY BLOCKED).

.86 phy: A device object thatis used to interface to other devices. See 4.1.2.

.87 phy reset sequenee:"An OOB sequence (see 3.1.81) followed by a speed negotiation sequence (3
.148). See 4.4.

.88 physical link: Two differential signal pairs, one pair in each direction, that connect two physical ph
e 4.1.2.

.89 physical phy: A phy (see 3.1.86) that contains a transceiver and electrically interfaces to a physi
ta.communicate with another physical phy. See 4.1.2.
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.80 object: An architectural abstraction or container that encapsulates‘data types, services, or other

ed
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L.YU pOrt: A SAS port or an expander port. Each port contains one or more pnhys. see 4.1.5.

3.1.91 potential pathway: A set of physical links between a SAS initiator phy and a SAS target phy. See
4.1.9.

3.1.92 power on: Power being applied.

3.1.93 primitive: A dword starting with K28.5 or K28.3 followed by three data characters. See 7.2.

3.1.94 primitive sequence: A set of primitives treated as a single entity. See 7.2.4.
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3.1.95 programmed maximum physical link rate: The maximum operational physical link rate of a phy
(e.g., as programmed via the SMP PHY CONTROL function (see 10.4.3.10) or the Phy Control and Discover
subpage (see 10.2.6.2.3)).

3.1.96 programmed minimum physical link rate: The minimum operational physical link rate of a phy
(e.g., as programmed via the SMP PHY CONTROL function (see 10.4.3.10) or the Phy Control and Discover
subpage (see 10.2.6.2.3)).

3.1.97 random jitter: Jitter that is assumed to have a Gaussian distribution.
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.98 rate: Data transfer rate of a physical link (e.g., 1,5 Gbps or 3,0 Gbps).

.99 rate change delay time (RCDT): The time between rates during the speed negotiatian, sequer
€ 6.6.4.2).

.100 receiver: The recipient of a signal.

.101 reflection coefficient (p): The reflection coefficient of the transmission media (i.e., the ratio of
.102 request: A message passed from a higher layer state machine\to a lower layer state machi
Lally to initiate some action.

.103 reset event: An event that triggers a hard reset (see 4.4,2)from a SAS device.

.104 response: A message passed from a higher layer;state machine to a lower layer state machi
Lally in response to an indication (see 3.1.64).

.105 running disparity: A binary value indicating*the cumulative encoded signal imbalance between
e and zero signal state of all characters since dward synchronization has been achieved (see 6.2).

.106 SAS address: A worldwide unique name assigned to a SAS initiator port, SAS target port, expan
Vice, SAS initiator device, or SAS target device. See 4.2.2.

.107 SAS device: A SAS initiator device, SAS target device, or SAS target/initiator device.
.108 SAS domain: The I/O-system defined by this standard that may serve as an ATA domain and/o
Sl domain. See 4.1.7.

e 4.1.4.

.110 SAS initiator phy: A phy in a SAS initiator device.

.111 SAS initiator port: An SSP initiator port, STP initiator port, and/or SMP initiator portin a S
main.

.109 SAS initiator device: A device containing SSP, STP, and/or SMP initiator ports in a SAS domdi

ce

ne,

ne,
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L.11Z SAS phy. Aphyina SAS device that Interfaces 10 a service delivery subsystem.

3.1.113 SAS port: A SAS initiator port, SAS target port, or SAS target/initiator port.

3.1.114 SAS target device: A device containing SSP, STP, and/or SMP target ports in a SAS domain. See
4.1.4.

3.1.115 SAS target phy: A phy in a SAS target device.

3.1.116 SAS target port: An SSP target port, STP target port, and/or SMP target port in a SAS domain.
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3.1.117 SAS target/initiator device: A device that has all the characteristics of a SAS target device and a
SAS initiator device.

3.1.118 SAS target/initiator port: A port that has all the characteristics of a SAS target port and a SAS
initiator port in a SAS domain.

3.1.119 SATA device: A storage device that contains a SATA device port in an ATA domain (analogous to a
SCSI target device).

3.1.120 SATA device port: A storage device object in an ATA domain that interfaces to the service delivery
supsystem with SATA (analogous to a SCSI target port).

3.1.121 SATA host: A host device containing a SATA host port in an ATA domain (analogous,to a S¢SI
inifiator device).

3.1.122 SATA host port: A host device object in an ATA domain that interfaces to,the service delivery
supsystem with SATA (analogous to a SCSI initiator port).

3.1.123 SATA phy: A phy in a SATA device that interfaces to a service delivery, subsystem (analogous tp a
SAS phy).

3.1.124 scrambling: Modifying data by XORing each bit with a pattern ‘generated by a linear feedback shift
register to minimize repetitive character patterns. See 7.6.

3.1.125 SCsSl device: A device that contains one or more SCSkports that are connected to a service delivery
supsystem and supports a SCSI application protocol. See SAM-3.

3.1.126 SCSI domain: An I/O system consisting of a setiof SCSI devices that communicate with one another
by[means of a service delivery subsystem. See SAM-3,

3.1.127 SCSil initiator device: A SCSI device containing application clients and SCSI initiator ports that
originates device service and task management requests to be processed by a SCSI target device gnd
regeives device service and task management responses from SCSI target devices. See SAM-3.

3.1.128 SCsSil initiator port: A SCSlinitiator device object that acts as the connection between applicatlon
clignts and the service delivery subsystem through which indications and responses are routed. See SAM-3.

3.1.129 SCsSil port: A SCSlinitiator port or a SCSI target port. See SAM-3.

3.1.130 SCsSil target device: A SCSI device containing logical units and SCSI target ports that receiyes
dejvice service and-task management requests for processing and sends device service and tgdsk
management responses to SCSI initiator devices. See SAM-3.

3.1.131 SCSiItarget port: A SCSI target device object that contains a task router and acts as the connectjon
befween device servers and task managers and the service delivery subsystem through which requests gnd
copfirmations are routed. See SAM-3.

3.1 T3Z STSTtarget/initiator device: A device that has all the characteristics of a SCSI target device and a
SCSl initiator device. See SAM-3.

3.1.133 SCsSi target/initiator port: A SCSI target/initiator device object that has all the characteristics of a
SCSI target port and a SCSI initiator port. See SAM-3.

3.1.134 Serial ATA (SATA): The protocol defined by ATA/ATAPI-7 V3 (see 2.3).

3.1.135 Serial ATA Tunneled Protocol (STP): The protocol defined in this standard used by STP initiator
ports to communicate with STP target ports in a SAS domain.
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3.1.136 Serial Attached SCSI (SAS): The set of protocols and the interconnect defined by this standard.

3.1.137 Serial Management Protocol (SMP): The protocol defined in this standard used by SAS devices to

communicate management information with other SAS devices in a SAS domain.

3.1.138 Serial SCSI Protocol (SSP): The protocol defined in this standard used by SCSI initiator ports to

communicate with SCSI target ports in a SAS domain.

3.1.139 service delivery subsystem: The part of a SCSI I/O system that transmits information between a

SqgSlinitiator port and a SCSI target port, or the part of an ATA /O system that transmits information betwe
an|ATA host and an ATA device, or the part of a SAS 1/0O system that transmits information between(a'S
inifiator port and a SAS target port.

3.1.140 SMP initiator phy: A SAS initiator phy in an SMP initiator port.

3.1.141 SMP initiator port: A SAS initiator device object in a SAS domain that interfaces to the serv
delivery subsystem with SMP.

3.1.142 SMP phy: A SAS phy in an SMP port.
3.1.143 SMP port: An SMP initiator port, SMP target port, or SMP target/initiator port.
3.1.144 SMP target phy: A SAS target phy in an SMP target port.

3.1.145 SMP target port: A SAS target device object in a SAS-demain that interfaces to the service deliv
supsystem with SMP.

3.1.146 SMP target/initiator port: A port that has all thescharacteristics of an SMP initiator port and an S
tarpet port.

3.1.147 speed negotiation lock time (SNLT): The maximum time during a speed negotiation window fo
trapsmitter to reply with ALIGN (1) (see 6.6.4.2).

3.1.148 speed negotiation sequence;. Aisequence in which two phys negotiate the operational physical |
.See 4.4.

.1.149 speed negotiation transmit time (SNTT): The time during which ALIGN (0) or ALIGN (1)
smitted during the speed-negotiation sequence (see 6.6.4.2).

.1.150 spread spectram-clocking: The technique of modulating the operating frequency of a transmit
nal to reduce theeasured peak amplitude of radiated emissions.

.1.151 SSP initiator phy: A SAS initiator phy in an SSP initiator port.
.1.152 SSPinitiator port: A SCSI initiator port in a SAS domain that implements SSP.

.1.153 SSP phy: A SAS phy in an SSP port.
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3.1.154 SSP port: An SSP initiator port, SSP target port, or SSP target/initiator port.
3.1.155 SSP target phy: A SAS target phy in an SSP target port.

3.1.156 SSP target port: A SCSI target port in a SAS domain that implements SSP.

3.1.157 SSP target/initiator port: A port that has all the characteristics of an SSP initiator port and an SSP

target port.

3.1.158 STP initiator phy: A SAS initiator phy in an STP initiator port.
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3.1.159 STP initiator port: A SAS initiator device object in a SAS domain that interfaces to the service
delivery subsystem with STP.

3.1.160 STP phy: A SAS phy in an STP port.

3.1.161 STP port: An STP initiator port, STP target port, or STP target/initiator port.

3.1.162 STP target phy: A SAS target phy in an STP target port.
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163 STP target port: A SAS target device object in a SAS domain that interfaces to the service deliv
hsystem with STP.

.164 STP target/initiator port: A port that has all the characteristics of an STP initiator portcand an S
pet port.

.165 STP/SATA bridge: An expander device object containing an STP target port, a’'SATA host port, 3
functions required to forward information between the STP target port and SATA host port to enable S
iator ports in a SAS domain to communicate with SATA devices in an ATA domain.

.166 subtractive routing attribute: The attribute of an edge expander physthat indicates it may be us

the expander connection manager to route connection requests not-resolved using the direct rout
thod or table routing method. See 4.6.7.1.

hnection requests not resolved using the direct routing methed or table routing method to an expan
vice. See 4.6.7.1.
bander connection manager to route connection refuests using an expander route table. See 4.6.7.1.

.169 table routing method: The method the.expander connection manager uses to route connect
uests to an expander device using an expander route table. See 4.6.7.1.

.170 task: An object within the logical unit representing the work associated with a command or groug
ed commands.

.171 task management fupcCtion: A task manager service capable of being requested by an applicat
Nt to affect the processing of‘one or more tasks. See SAM-3.

.172 task manager-An agent within the device server that processes task management functions. S
M-3.

.173 total jitter: Measured jitter including deterministic jitter and random jitter.

.174 transceiver: An object that contains both transmitter and receiver objects.

3.1

nd
TP

>

g

.167 subtractive routing method: The method the expander connection manager uses to rolite

ler

.168 table routing attribute: The attribute of an expander phy that indicates it may be used by the

on

of

on

ee

.L75 transmitter: The source or generator of a signal.

3.1.176 transmitter compliance transfer function (TCTF): The mathematical statement of the transfer
function through which the transmitter shall be capable of producing acceptable signals as defined by a
receive mask. See 5.3.11.

3.1.177 transport protocol service confirmation: A message passed from the transport layer to the
application layer (i.e., from the SSP initiator port to the SCSI application client) that notifies the application
layer that a SCSI transport protocol service has completed.
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3.1.178 transport protocol service indication: A message passed from the transport layer to the
application layer notifying the application layer (i.e., from the SSP target port to the SCSI device server) to
begin a SCSI transport protocol service.

3.1.179 transport protocol service request: A message passed from the SCSI application layer to the SSP
transport layer (i.e., from the SCSI application client to the SCSI initiator port) to begin a SCSI transport
protocol service.

3.1.180 transport protocol service response: A message passed from the application layer to the

trapsport layer (i.e., from the SCSI device server to the SSP target port) that completes the SCSI transp

prq

3.1
an

3.1

3.1
4.]

3.1
3.1

3.
un

tocol service.

.181 unit interval (Ul): The time required to transmit one bit on a physical link (e.g., 666,6 psat1,5 G

i 333,3 ps at 3,0 Gbps).

.182 valid dword: A dword that is not an invalid dword.

.183 virtual phy: A phy (see 3.1.86) that interfaces to another virtual phy inside*the same device. S

2.

.184 wide link: A group of physical links that attaches a wide port to another wide port. See 4.1.3.

.185 wide port: A port that contains more than one phy. See 4.1.3;

P Symbols and abbreviations

its and abbreviations used in this standard:

Abbreviation

Meaning

AA ATA application layer (see 10.3)

A.C. alternating current

ACK acknowledge primitive (sée 7.2.6.1)

AIP arbitration in progress;primitive (see 7.2.5.1)
ATA AT attachment (see"3.1.4)

ATAPI AT attachment packet interface
ATA/ATAPI-7 AT Attachment with Packet Interface - 7 standard (see 2.3)
AWG American wire gauge

AWT arbitration wait time

BCH Bose, Chaudhuri and Hocquenghem code (see 4.2.3)
BER bit error rate

BIST built in self test

BPP broadcast primitive processor (see 3.1.9)
CbB command descriptor block (see 3.1.13)
CJITPAT compliant jitter test pattern (see 3.1.14)
CRC cyclic redundancy check (see 3.1.20)

dB decibel

D.C. direct current (see 3.1.27)

Dxx.y data character (see 3.1.22)

ECM expander connection manager (see 3.1.39)
ECR expander connection router (see 3.1.40)
EMI electromagnetic interference

ort

O8]

ee
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Abbreviation  Meaning

EOAF end of address frame primitive (see 7.2.5.6)
EOF end of frame primitive (see 7.2.6.4)

FIS frame information structure (see 3.1.51)

G1 generation 1 physical link rate (1,5 Gbps)
G2 generation 2 physical link rate (3,0 Gbps)
G3 generation 3 physical link rate (defined in a future version of this standard)
Gbps gigabits per second (10° bits per second)
GHz gigaherz (109 transitions per second)

U information unit (see 3.1.65)

kHz kilohertz (10° bits per second)

Kxx.y control character (see 3.1.19)

LED light-emitting diode

LSB least significant bit (see 3.1.68)

LUN logical unit number

pA microampere (10'6 amperes)

us microsecond (108 seconds)

MA management application layer (see 10.4)
Mbaud megabaud (106 transitions per second)
MBps megabytes per second (106 bytes per . second)
MHz megahertz (108 bits per second)

MSB most significant bit (see 3.1.75)

ms millisecond (10‘3 seconds)

MT SMP transport layer state-machines (see 9.4)
mv millivolt (1073 volts)

N/A not applicable

NAA name address authority

NAK negative acknowledge primitive (see 7.2.6.5)
nF nanofarad (10 Farads)

ns nanesécond (10 seconds)

OOB out-of-band

PL port layer state machines (see 8.2)

PLL phase lock loop

P-P peak-to-peak

ppm parts per million (10'6)

pS picosecond (10 *= Seconds)

p reflection coefficient (rho)

RCDT rate change delay time (see 3.1.99)

RRDY receiver ready primitive (see 7.2.6.6)

Rx receive

SA SCSI application layer (see 10.2)

SAM-3 SCSI Architecture Model - 3 standard (see 2.2)

SAS Serial Attached SCSI (see 3.1.136)
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Abbreviation  Meaning

SATA Serial ATA (see 3.1.134)
SBC-2 SCSI Block Commands - 2 standard (see 2.2)
SCSI Small Computer System Interface family of standards
SL link layer for SAS phys state machines (see 7.14)
SL_IR link layer identification and hard reset state machines (see 7.9.5)
<P Serial Management Protocol (see 3 1.137). or
link layer for SMP phys state machines (see 7.18.4)
SNLT speed negotiation lock time (see 3.1.147)
SNTT speed negotiation transmit time (see 3.1.149)
SOAF start of address frame primitive (see 7.2.5.12)
SOF start of frame primitive (see 7.2.6.7)
SP phy layer state machine (see 6.7)
SP_DWS phy layer dword synchronization state machine (see 6.8)
SPC-3 SCSI Primary Commands - 3 standard (see 2.2)
ssp Serial SCSI Protocol (see 3.1.138)', or
link layer for SSP phys state machines (see 7.16.7)
ST SSP transport layer state machines (see 9.2)
STP Serial ATA Tunneled Protocol (see_3.1.135), or
link layer for STP phys state machines (see{7.17.7)
S second (unit of time)
TCTF transmitter compliance transfer funetion
TT STP transport layer state machines (see 9.3)
TX transmit
ul unit interval (see 3.1.181)
V volt
\VPD vital product data (see 10.2.9)
XL link layer for expander phys state machine (see 7.15)
XOR exclusive'logical OR
" exclusive logical OR
X muttiplication
/ division
3.B Keywords
3.3.1ignored: A keyword used to describe an unused bit, byte, word, field or code value. The contentg or
valu€-of-an ignored bit, byte, word, field or code value shall not be examined by the receiving SCSI device gnd
may-be-settoany-vatureby-thetransmitting-S€Stdevice:

3.3.2iinvalid: A keyword used to describe an illegal or unsupported bit, byte, word, field or code value.
Receipt of an invalid bit, byte, word, field or code value shall be reported as an error.

3.3.3 mandatory: A keyword indicating an item that is required to be implemented as defined in this
standard.

3.3.4 may: A keyword that indicates flexibility of choice with no implied preference (equivalent to “may or may
not”).
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3.3.5 may not: Keywords that indicate flexibility of choice with no implied preference (equivalent to “may or
may not”).

3.3.6 need not: Keywords indicating a feature that is not required to be implemented (equivalent to “is not
required to”).

3.3.7 obsolete: A keyword indicating that an item was defined in prior standards but has been removed from
this standard.

3.3
Hd
de

3.3
stg
ex
va

3.3
stg
res

3.3

required to implement all such mandatory requirements to ensure/interoperability with other products t

co

3.3
str|

Ced
Th

Ngmes of signals, address frames, primitives and primitive sequences, SMP functions, state machines, S¢

an
(e.

Ngmes of messages; requests, confirmations, indications, responses, event notifications, timers, SCSI mg

pa

.3.13 vendor specific: Something (e.g., a bit, field; or code value) that is not defined by this standard 4

4 Editorial conventions

wever, if any optional feature defined by this standard is implemented, then it shall be implemented
ined in this standard.

.9reserved: A keyword referring to bits, bytes, words, fields and code values that are set;,aside for fut
ension to this standard. Recipients are not required to check reserved bits, bytes, werds or fields for z

ues. Receipt of reserved code values in defined fields shall be reported as error.

ndards or for other data structures in this standard. A restricted bit, byte, word, or field shall be treated a
erved bit, byte, word or field for the purposes of the requirements defined.in this standard.

nform to this standard.

.12 should: A keyword indicating flexibility of choice with a strongly preferred alternative (equivalent to
bngly recommended”).

y be used differently in various implementations:

rtain words and terms used in thissstandard have a specific meaning beyond the normal English meani
pse words and terms are defined either in clause 3 or in the text where they first appear.

 ATA commands, SCSI statuses, SCSI sense keys, and SCSI additional sense codes are in all uppercg
0., REQUEST SENSEtommand).

jes, and SCSI log-pages are in mixed case (e.g., Disconnect-Reconnect mode page).

N

coptents of@ field are being discussed. Fields containing only one bit are usually referred to as the NAME
ingtead ofthe NAME field.

Ndrmal‘case is used for words having the normal English meaning.

mes of fields‘are in small uppercase (e.g., DESTINATION SAS ADDRESS). Normal case is used when

.8 optional: A keyword that describes features that are not required to be implemented by this standdgrd.

as

re

ndardization. A reserved bit, byte, word or field shall be set to zero, or in accordanee with a futdire

Ero

.10 restricted: A keyword referring to bits, bytes, words, and fields that are-set aside for use in other

5a

.11 shall: A keyword indicating a mandatory requirement (equivalent to “is required to”). Designers are

hat

nd

de

he
bit
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The ISO convention of numbering is used (i.e., the thousands and higher multiples are separated by a space
and a comma is used as the decimal point). Table 1 shows a comparison of the ISO and American numbering
conventions.

Table 1 — ISO and American numbering conventions

ISO American
0,6 0.6
3,141 O5YZ 0O 3.141097200
1000 1,000
1323 462,95 1,323,462.95

Nymbers that are not immediately followed by lower-case b or h are decimal values (e.g.,,25).

Nymbers immediately followed by lower-case b (e.g., 0101b) are binary values. Underscores may be inclugd

in binary values to increase readability or delineate field boundaries (e.g., 0101_1010k).

Nymbers immediately followed by lower-case h (e.g., 15h) are hexadecimal values. A sequence of numb
f/or upper case letters 'A' through 'F' immediately followed by lower-case-h\(e'g., FA23h) are hexadecin

al
va

>

ues. Underscores may be included in hexadecimal values to increase readability or delineate fi

bopndaries (e.g., FD8C_FA23h).

Ny

66p,666666... or 666 2/3).

Lidts sequenced by letters (e.g., a) red, b) blue, c) green) shiow no ordering relationship between the lis

items. Numbered lists (e.g., 1) red, 2) blue, 3) green) showxan ordering between the listed items.

he event of conflicting information the precedence faerrequirements defined in this standard is:

1) text;
2) tables; then
3) figures.

Ngtes do not constitute any requirements-for implementers.

3.b Object and class diagram conventions

ThE notation in figure 3 and figure 4 is based on the Unified Modeling Language (UML) specification and

Cqg

mmon Information Model((GIM) specification.

mbers after a decimal point with overlines represent infinitély repeating digits (e.g., 666,6 meg

ed

Brs
hal
eld

ns

ed

he
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Figure 3 shows how objects and classes of objects are described.

Class - a descriptor for a set of objects with similar structure, behavior, and relationships. A class
has a class name and may have attributes. An object is a particular instance of a class.

Class
Attributes
L + +iod: L | + wdla +f b 41 £ F2 o SN 3 £ . Hew=H ol l
MmMIotAaritrauuutt SITUWO Al UUJC\.:L vIllT A QPU\JIIIU CUITTUITTIAUUTIT UT AUTOUULC O TTUTTIT UTT 1ITTUTUAlT U Uidoo.
Class
Attributes
/l\ /N
______ 1 D e
0 1
1 1
Object Object
Instantiated attributes Instantiated attributes

Figure 3 — Object and class diagram conventions
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Figure 4 shows how classes of objects are related by aggregation (i.e., containment) and generalization (i.e.,

inheritance).

45

Aggregation - the aggregate (whole) class contains the component (part) classes(s). Component
classes have access to all aggregate class attributes.

Aggregate (whole)

Aggregate attributes

Aggregate (whole)

Aggregate attributes

MUTpIicity

Multiplicity
Component (part)

Component attributes

MUTtpTicity

Multiplicity

MUTtpIicity

Multiplicity

Component (part) A

Component (par;)f@v

Component attributes A

Component @‘m’kgafes B

Multiplicity is a comma separated sequence of integer intervals in the form:
lower-bound .. upper-bound
where * may be used as an unlimited upper-bound.

Generalization - All members of a subclass are members of its superelass(es).
Each member of a subclass inherits all the attributes of its supetelass(es).

Single superclass: Subclass with multiple superclasses:

Superclass Superclass A Superclass B
Superclass attributes Attributes A Attributes B

Subclass Subclass

Subclass attributes Subclass attributes

Multiple subclasses with one superclass:

Superclass

Superclass attributes

(text label describes this (text label is common to all
generalization path only) generalization paths sharing a triangle)

Subclass A Subclass B Subclass C

Attributes A Attributes B Attributes C

Figure 4 — Class diagram conventions for aggregation and generalization
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3.6 State machine conventions

3.6.1 State machine conventions overview
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Figure 5 shows how state machines are described. See 4.3 for a summary of the state machines in this

standard.

State machine name

State. dncignnfnr-Qtnfn Name State dncigannr-thfn Name

(from upper layer)

I
' Request name or

=" response name ~

State
designator

State
machine

or state
designator

—Transmon conditionm

name ---Message name-p»

Transition condition——»

—

Transition condition

N—

- ——-Message name

- -Message namep or state
designator

— Transition canditions-
State

designator

Reqtl&gst name or
" né3ponse name

(to lower layer) P,

~X

(different) State machine name

State designator:State Name

;
]
]
]
]
]
I
]
]
| transition to
]

]

]

l

Confirmation name,
indication name, or

event notification name

(from lower layer)

- ---Message hame=-£3
(from transmitter or
receiver)

(to all states, causing

désignator:State_Name) & -Message name- -

State designator:State Name

State

——Tfahsition condition——»

—Transition condition———

(to upper layer)

!
Confirmation name,

indication name, or
event notification name

- - =-Message name-[>
(to transmitter or

receiver)

=

c,\

E

Figure 5 — State machine conventions

en multiple state machines are present in a figure, they are enclosed in boxes with rounded corners.

h-state is |dent|f|ed by a state designator and a state name. The state deS|gnator (e g, SL1) is un|c

ry

action taken durmg the state, and the same state name may be used by other state machines. Actions taken
while in each state are described in the state description text.

3.6.2 Transitions

Transitions between states are shown with solid lines, with an arrow pointing to the destination state. A
transition may be labeled with a transition condition label, a brief description of the event or condition that

causes the transition to occur.

If the state transition leaves the page, the transition label goes to or from a state designator label with double
underlines rather than to or from a state.
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The conditions and actions are described fully in the transition description text. In case of a conflict between a
figure and the text, the text shall take precedence.

Upon entry into a state, all actions to be processed in that state are processed. If a state is re-entered from
itself, all actions to be processed in the state are processed again. A state may be entered and exited in zero
time if the conditions for exiting the state are valid upon entry into the state. Transitions between states are
instantaneous.

3.6.3 Messages, requests, indications, confirmations, responses, and event notifications

Mgssages passed between state machines are shown with dashed lines labeled with a message name. \When
megssages are passed between state machines within the same layer of the protocol, they are identified|by
either:

a) adashed line to or from a state machine name label with double underlines and/or state-name lab¢
with double underlines, if the destination is in a different figure from the source;
b) a dashed line to or from a state in another state machine in the same figure; or
c) adashed line from a state machine name label with double underlines to a “(to,all states)” label, if the
destination is every state in the state machine.

The meaning of each message is described in the state description text.

Rdquests, indications, confirmations, responses, and event notifications are'shown with curved dashed lines
oripinating from or going to the top or bottom of the figure. Each requestfindication, confirmation, responge,
anf event notification is labeled. The meaning of each request, indicatien,” confirmation, response, and event
nofification is described in the state description text.

S5 =

Megssages with unfilled arrowheads are passed to or from the-state machine’s transmitter or receiver, pot
shpwn in the state machine figures, and are directly related to.data being transmitted on or received from the
physical link.

3.Y Bit and byte ordering

In ja field in a table consisting of more than one bit that contains a single value (e.g., a number), the lepst
significant bit (LSB) is shown on the right and the*most significant bit (MSB) is shown on the left (e.g. in a byte,
bit|7 is the MSB and is shown on the left; bit.@’is the LSB and is shown on the right). The MSB and LSB are
nof labeled if the field consists of 8 or fewer bits.

In g field in a table consisting of more than one byte that contains a single value (e.g., a number), the byte
coptaining the MSB is stored at the lowest address and the byte containing the LSB is stored at the highpst
adfress (i.e., big-endian byte erdering). The MSB and LSB are labeled.

NOTE 1 - SATA numbets.bits within fields the same as this standard, but uses little-endian byte ordering.

In p field in a table eonsisting of more than one byte that contains multiple fields each with their own valyes
(e.g., a descriptor), there is no MSB and LSB of the field itself and thus there are no MSB and LSB labegls.
Each individual field has an MSB and LSB, but they are not labeled.

In f field containing a text string (e.g., ASCII or UTF-8), the MSB label is the MSB of the first character and the
LSB labelis the LSB of the last character.

Muyltiple byte fields are represented with only two rows, with the non-sequentially increasing byte number
inarcating the presence of additiomal bytes:

A data dword consists of 32 bits. Table 2 shows a data dword containing a single value, where the MSB is on
the left in bit 31 and the LSB is on the right in bit O.

Table 2 — Data dword containing a value

31|30|29(28|27|26|25|24|23|22|21|20(19|18|17|16/15|14|13|12|11(10{9 |8 |7| 6 |5(4|3|2|1 |0

MSB Value LSB
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Table 3 shows a data dword containing four one-byte fields, where byte 0 (the first byte) is on the left and byte
3 (the fourth byte) is on the right. Each byte has an MSB on the left and an LSB on the right.

Table 3 — Data dword containing four one-byte fields

31|30|29(28|27|26|25(24|23|22| 21 |20{19|18 |17|16|15|14|13|12({11|10|{ 9|8 |7|6|5]|4|3 |2 |1]|0

ByteO sgimsg  BYel  oglmsg _BY€2  gp|usp BYte3

MSB " First byte) (Second byte) (Third byte) (Fourth byte)

LSB

3.8 Notation for procedures and functions

In this standard, the model for functional interfaces between objects is the callable procedure. Suchf interfages
are specified using the following notation:

[Result =] Procedure Name (IN ([input-1] [,input-2] ...), OUT ([output-1] [,output-2] ...))

=

where:

Result: A single value representing the outcome of the procedure or function.

Procedure Name: A descriptive name for the function to be performed.

IN (Input-1, Input-2, ...): A comma-separated list of names identifying caller-Supplied input data objeqts.

OUT (Output-1, Output-2, ...): A comma-separated list of names identifying output data objects to be
returned by the procedure.

[...]: Brackets enclosing optional or conditional parameters and arguments.

Thjs notation allows data objects to be specified as inputs and-ettputs. The following is an example gf a

prgcedure specification:

Found = Search (IN (Pattern, Item List), OUT ([Item Eound]))
where:

Found = Flag

If set, indicates that a matching itemdwas located.
Input Arguments:

Pattern = ... * Definition of Pattern object */
Object containing the séarch pattern.

Item List = tem<NN> /* Definition of Item List as an array of NN Item objects*/
This list contains the items to be searched for a match.

Odtput Arguments:

Item Found = Item_~ /* Item located by the search procedure */
This objéct’is only returned if the search succeeds.
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4 General

4.1 Architecture

4.1.1 Architecture overview

A SAS domain (see 4.1.7) contains one or more SAS devices and a service delivery subsystem. A SAS
domain may be a SCSI domain (see SAM-3).

A

AS device (see 4.1.4) contains one or more SAS ports (see 4.1.3). A SAS device may be a SCS| devj

(se
A
Th
EX
An
An

$AS port (see 4.1.3) contains one or more phys (see 4.1.2). A SAS port may be a SCSI port (see~-SAM-3

e SAM-3).

E service delivery subsystem (see 4.1.6) in a SAS domain may contain expander devices (see.4.1.5).
pander devices contain expander ports (see 4.1.3) and one SMP port.
expander port contains one or more phys (see 4.1.2).

expander device shares its phys with the SAS device(s) contained within the expander device.

ce

~—
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Figure 6 shows the SAS object model, showing the relationships between SAS domain, SCSI domain, service
delivery subsystem, expander device, expander port, SAS device, SCSI device, SAS port, SCSI port, and phy
objects. Relationships to ATA objects (e.g., ATA domain) are not shown in figure 6.

SCSI domain
1 SAS domain
1 1
1
Service delivery
subsystem
1
0..127
1.* Expander device
- SAS address
SCSI device 9
1 1 ok
SCSI device name ¥
1.* 1.x
1 % SAS device
1 2..128
1.» . Expander port
SCSI port i Attached SAS address
SCSI port identifier
1.x 1 1
SAS port SMP port
SAS address Attached SAS address
Attached SAS address
1 1
Note: See SAM-3
for more_detalils on 1.128 1..128 |1.124
SCshdomain, Phy
SCShdevice, and
SCSi port. Phy identifier (device scope)

Figure 6 — SAS object model

4.1.2 Physical links and phys

A physical link is a set of four wires used as two differential signal pairs. One differential signal transmits in
one direction while the other differential signal transmits in the opposite direction. Data may be transmitted in
both directions simultaneously.

A physical phy contains a transceiver which electrically interfaces to a physical link, which attaches to another
physical phy. A virtual phy contains a vendor-specific interface to another virtual phy.

Phys are contained in ports (see 4.1.3). Phys interface to the service delivery subsystem (see 4.1.6).
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Figure 7 shows two phys attached with a physical link.

An

A dlevice may contain one or more phys. Each phy has a phy identifier(see 4.2.7) which is unique within

de

Th
lin
NE
PH
PH
10
ea

Fig
ph

Phy Phy
Transceiver _ o Physical link Transceiver
Differential signal pair \
transmitter ) d receiver

-Signal N\
-LQignal\ / | [ [T

Differential signal pair

receiver _ ﬁ\/ transmitter
| -Signal

]

+Signal \/ \/ ,\4
N,

il
-

Figure 7 — Physical links and phys

attached phy is the phy to which a phy is attached over a physical link:

vice.

E transceiver follows the electrical specifications defined in 5/3."Phys transmit and receive bits at physi

GOTIATED PHYSICAL LINK RATE field, HARDWARE MINIMUM RHYSICAL LINK RATE field, the HARDWARE MAXIM
¥SICAL LINK RATE field, the PROGRAMMED MINIMUM PHYSICAL LINK RATE field, and the PROGRAMMED MAXIM
YSICAL LINK RATE field in the SMP DISCOVER function (see 10.4.3.5), SMP PHY CONTROL function (3
4.3.10), and Phy Control and Discover subpage,(see 10.2.6.2.3). The bits are part of dwords (see 6.2
ch of which has been encoded using 8b10b eoding into four 10-bit characters (see 6.2).

ure 8 shows the phy object classes, showing the relationships between phy, virtual phy, physical phy, S
y, expander phy, SAS initiator phy, SAS target phy, SSP phy, STP phy, SMP phy, SSP initiator phy, S

he

cal

K rates defined in 5.3. The physical link rates supported by a phy are specified or indicated by the
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target phy, STP initiator phy, STP target phy, SMP initiator phy, and SMP target phy object classes. SATA phys
are also referenced in this standard but are defined by SATA (see ATA/ATAPI-7 V3).

Phy

Virtual: virtual, physical (only one)

A &

\ Phy is a SAS phy and/or an expander phy \
I

4.1

A
ide

SSP initiator phy

Role: initiator
Protocol: SSP

SAS phy Expander phq\c
Ao
Role: initiator, target Q’.l’
Protocol: SSP, STP, SMP )I\Q\
T T YTt N |
Lo !
] ! ro ]
- 1 1 tm—————— / '
: : 1 1
! ( SSP target ph Expander ph
: N a
I i Role: target O\
i : Protocol: SSP &
1
] -

STP initiator ph

Role: initiator
Protocol: STP

SMP initiator phy

Role: initiator
Protocol: SMP

A SAS phy acts as 1 ta_6:more-specific types of phys based on combinations of role/

protocol.

A SAS phy uses exactly one role and one protocol during a connection. It may use

STP et ph

Y
Roé@arget

I?; col: STP

different roles-and/or protocols in different connections.

Figure 8 — Phy object classes

.3 Ports\(narrow ports and wide ports)

por,contains one or more phys. Ports in a device are associated with physical phys based on the
ntification sequence (see 7.9). Ports are associated with virtual phys based on the design of the device.

A port is created from a set of physical phys if one or more physical phys contained within a device:

a) transmit the same SAS address (see 4.2) during the identification sequence (see 7.9); and

b)

phy or phys transmit the same SAS address).

receive the same SAS address during the identification sequence (i.e., the corresponding attached

A wide port is created if there is more than one phy in the port. A narrow port is a port with only one phy.

A wide link is the set of physical links that attach a wide port to another wide port. A narrow link is the physical

link that attaches a narrow port to another narrow port.

Attaching phys within a wide port to other phys in the same wide port is outside the scope of this standard.
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Figure 9 shows examples of narrow ports and wide ports, with a representation of the SAS address
transmitted during the identification sequence. Although several phys on the left transmit SAS addresses of B,
only phys attached to the same SAS addresses become part of the same ports. The set of phys with SAS
address B attached to the set of phys with SAS address Y become one port, while the set of phys with SAS
address B attached to the set of phys with SAS address Z become another port.

Narrow link
Narrow port Narrow port
SAS address A _
nhyv Phyvcical linle nhyv
Ltk A HERAP Adhd s BLLLA =y
SAS address X
SAS address B Wide link
A .
phy Physical link| | phy
v SAS address Y
Wide port : - Wide port
SAS address B
phy Physical link | | phy
VU SAS address Y
SAS address B Wide link
N\ /\ -
phy Physical link | | phy
SAS address Z
Wide port : . Wide port
SAS address B
/\ Ll
phy Physical link ( ) phy
B Vol SAS address Z
Each herizontal line represents a differential signal pair
Figure 9 — Ports (narrow ports and wide ports)
In figures in this standard that show ports but not phys, the phy level of detail is not shown; however, each p
always contains one)or more phys.
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Figure 10 shows the port object classes, showing the relationships between port, expander port, SAS port,
SAS initiator port, SAS target port, SSP port, STP port, SMP port, SSP initiator port, STP initiator port, SMP
initiator port, SSP target port, STP target port, and SMP target port object classes.

Port

Attached SAS address

i, &

| Port is a SAS port and/or an expander port |

SAS port Expanderr\ r
SAS address y\<0\)
Role: initiator, target e
Protocol: SSP, STP, SMP :
N /N AN AN N N ]
:
1

SSP target port \\‘ Expander port
7N\

SAS address
Role: target \\
Protocol: ngo

SSP initiator port

SAS address
Role: initiator
Protocol: SSP

\

STP initiator port

SAS address
Role: initiator
Protocol: STP

SMP initiator port

SAS address
Role: initiator
Protocol: SMP

A SAS port acts as 1.t0)6 more-specific types of ports based on combinations of role/
protocol.

A SAS port invan expander device (e.g., an SMP target port) inherits its SAS address
from the expander device. An expander port inherits its SAS address from the expander
device.<SAS ports in SAS devices have their own SAS addresses.

Figure 10 — Port object classes

4.1.4SAS devices

A SAS device contains one or more SAS ports, each containing one or more phys (i.e., a SAS port may be a
narrow port or a wide port).
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Figure 11 shows examples of SAS devices with different port and phy configurations.

4.]

EX
SA
a
ing

—

Device Device
Narrow port Narrow port
=
phy phy
et
Device
=
phy phy
-
Wide port Wide port
=
phy phy L
o »
\\V f
Device. ™
<
phy :5 phy
4.*7
Wide port : Wide port
phy phy
-
N
AN

Each horizental line represents a differential signal pair
Figure 11 — SAS devices

.5 Expander devices((edge expander devices and fanout expander devices)

pander devices are part of the service delivery subsystem and facilitate communication between multi
S devices. Expander devices contain two or more external expander ports. Each expander device contal
east one SMPtarget port for management and may contain SAS devices (e.g., an expander device n
lude an SSP target port for access to a SCSI enclosure services logical unit).

ple
ns

ay
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Figure 12 shows an expander device.

Expander I
device | |
||Ex nder port SAS device
pander po (internal/optional)
SMP (mtgrnal/
target optional)
port with vatual P SAS port |
pnys =
A 7y
\ 4 v

Expander function

y A
I I
[ v [
STP/SATA Expander port
bridge (marrow port)
(internal/ | gl 4 . £ q
Expander optional) || xp:;n = ||
port o phy L
2 A
Either SSP, STP or SMP SATA
e

AS initiator ports, SAS target ports, oF
expander ports

SATA device ’
port

Figure 12 — Expander device

There are two types of expander devices:

a) edge expander devices;and
b) fanout expander devices.

Figure 13 shows the expander device object classes.

Expander device

SAS address

A

An expander device is an edge expander device or a
fanout expander device

Edge expander device Fanout expander device

Figure 13 — Expander device object classes

An edge expander device is part of an edge expander device set (see 4.1.8.2). A fanout expander device is an
expander device capable of being attached to two or more edge expander device sets.
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See 4.6 for a detailed model of an expander device.

Each expander phy has one of the following routing attributes (see 4.6.7.1):

a) direct routing attribute;
b) table routing attribute; or
c) subtractive routing attribute.

Edge expander devices may contain phys with the subtractive routing attribute. A fanout expander device
shall not contain any phys with the subtractive routing attribute. Edge expander devices and fanout expander

de

Expander devices with expander phys with the table routing attribute contain an expander route table, T
expander route table may be configurable. An expander device with a configurable route table depends o

ma
thd

haye a configurable route table shall be self-configuring, and shall contain a management.application cli
anfl SMP initiator port to perform the discover process to configure its own expander route\table.

4.1
Th

Se

4.1
Fi

o

/Jces mav also contain nhvs with direct routina - and-table routina attributes.
J Ll 4 J ~

nagement application client within the SAS domain to use the discover process (see 4.6.7.4)t0-config
expander route table. An expander device with expander phys with the table routing attribute’that does

.6 Service delivery subsystem
e service delivery subsystem is either:

a) a set of physical links between a SAS initiator port and a SAS target.port; or
b) a set of physical links and expander devices, supporting more than-two SAS ports.

e 4.1.8 for rules on constructing service delivery subsystems from multiple expander devices.

.7 Domains
ure 14 shows examples of SAS domains (defined by this'standard) and an ATA domain (defined by SAT|

4 N N [ N\
SSP | I I ATA
initiator SSP STP SMP host

port initiator initiator initiator port
port(s) port(s) port(s)
SSP SMP

Service delivery

he
ha
ire
not
bt

n).

SSP subsystem Sialls
with expander
devices
Y SSP # SMP ¢ y
SSp | | | ATA
p target target target :
SAS port(s) port(s) port(s) ATA domain
domain SAS-domain

Liuafaraaats \
\mnuriratve

Note: When expander devices are present, SAS target ports may be
located in SAS devices contained in expander devices.

Figure 14 — Domains
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Figure 15 shows a SAS domain bridging to one or more ATA domains.

Ei

sa
ad

!

/
I I I
SSP STP SMP
initiator initiator initiator
port(s) port(s) port(s)
STP
sSSP SMP,

\

14776-150 © ISO/IEC:2004(E)

Service delivery

subsystem

with expander

devices

STP

STP

SMP

target target target
port(s) port(s) port(s)
SAS domain

L
— N
SATA i
STI_DISATA ATA device
bridge(s) port
ATA domain y
(informative) Y,

J

Figure 15 — SAS domain bridging.to JATA domains

ure 16 shows SAS initiator devices and SAS target devices with SAS ports in the same SAS domains 3
Hifferent SAS domains. When a SAS device has ports in different SAS domains, the ports may have

nd
he

<

Expander devices

>

Expander devices

me SAS address (see 4.2); when its ports are in fhe same SAS domain, they shall have different SAS
Hresses.
(" N
SAS initiator SAS initiator SAS initiator SAS initiato
device device device device
Initiator Initiator Initiator Initiator Initiator Initiator
port port port port port port
/ \

a2 I R
Target Target Target Target Target Target
port port port port port port
SAS target SAS target SAS target SAS target
device device device device
SAS domain SAS domain

Figure 16 — Devices spanning SAS domains
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4.1.8 Expander device topologies

4.1.8.1 Expander device topology overview

More than one expander device may be part of a service delivery subsystem. Some of them may be grouped
into edge expander device sets.

4.1.8.2 Edge expander device set

One or more edge expander devices may be grouped into an edge expander device set. The number of edge

ex
ed
me

An

a

>

Ph
be

Th
ad

To
ex

phy identifier is greater than or equal*to the sum of all SAS addresses addressable through the ed

ex
An

An
ed
att|

pander devices and the routing attributes of the expander phys in the edge expander devices within
ge expander device set shall be established when the edge expander device set is constructedth T
thod used to construct edge expander sets is outside the scope of this standard.

edge expander device set is bounded by expander phys with the direct routing attribute thatcare either:

a) attached to end devices; or
b) not attached to any device,

0 by expander phys with the subtractive routing attribute that are:
a) attached to expander phys of a fanout device;

c) attached to an end device; or

d) not attached to any device.

ys with table routing attributes within an edge expander device'set are used to provide attachme
ween edge expander devices in the edge expander device set;

e number of SAS addresses used by an edge expander device set shall not exceed 128. This includes S
Hresses for:

a) the edge expander devices within the edge expander device set;

b) SAS devices contained in the expander devijces;

c) STP target ports in STP/SATA bridges contained in the expander devices; and
d) the end devices potentially attached to the edge expander device set.

avoid an overflow of an edge expander route index during the discover process (see 4.6.7.4), an ed
pander device set shall be constructed.such that the number of edge expander route indexes available
bander phy.

edge expander device set Shall not be attached to more than one fanout expander device.

edge expander device-set'may be attached to one other edge expander device set if that is the only ot
e expander device Set-in the SAS domain, they are attached using expander phys with subtractive rout
[ibutes, and therecare no fanout expander devices in the SAS domain.

b) attached to expander phys with subtractive routing attributes on another'edge expander device sef

an
he

Nts

AS

ge
per

ge
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Figure 17 shows an edge expander device set.
The root edge expander dgvice in Upstream phys use the
each edge expandgr dewcg set subtractive routing method,;
uses the subtractive routing downstream phys use table
method on the expander phys routing method or direct routing
attached to its peer. \ methods.

[Edgn Y [Edgn = \

expander Edge expander Edge

device expander device expander

set device set device

] ] ] ]
Edge Edge Edge Edge
expander expander expander expander
device device device device
\_ . /
| ] | ] 11
I ] I ] ] |
End device End device End device End device End device
I\
Y

4.]
NGO

Two edge expander device sets

Figure 17 — Edge\expander device set

.8.3 Expander device topologies

more than one fanout expander device_shall be included in a SAS domain. The fanout expander dey|
y be attached to up to 128 edge expander device sets or SAS ports.
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Figure 18 shows a SAS domain with the maximum number of expander device sets.

One fanout
expander Fanout expander device
device
\
(Edge ~ ) fEdge )
expander Edge expanaer
device expander . o o |device
set device Set Maxifmum
= ' 'Ed of 128
ge ge . SAS
expander expander Edge expander device addresses
device device > per
_ J - Y, edge
expander
I 1 I ] device
I 11 I 11 set
End device End device End device End device
] ] J
4 )
Y

128 edge expander dévice sets

Figure 18 — Maximum expander device set topology
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End devices may be attached directly to the fanout expander device, as shown in figure 19.

One
fanout Fanout expander device
expander
device
(" rEdge B A
expander Edge One SAS
device expander [ address pef
_ set device | > expander
Maximum I I o o o phy (i€ per
of 128 Edge Edge End device engd device)
SAS expander expander
addresses device device %
per
edge - J
expander
device | ]|
set I 11
End device End device
-
N\ J
Y

128 attached end devices
or edge expander device sets

Figure 19 — Fanout.expander device topology
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SAS initiator devices and SAS target devices may be attached to any of the edge expander devices within an
edge expander device set and at most, two edge expander device sets may be attached together without a
fanout expander, as shown in figure 20.

The root edge expander device in
each edge expander device set
uses the subtractive routing
method on the expander phys

attached to its peer. \

Upstream phys use the
subtractive routing method;
downstream phys use table

routing method or direct routing

methods.
\ N (; =
(Edge A Edge )
expander Edge expander Edge
device expander device expander
set device set device
| | | |
Edge Edge Edge Edge
expander expander expander expander
device device device device
\_ J J
| |l | B 11
| ] | I ] |
End device End device End device End device End device
\ J
Y

Two edge expander device sets

Figure 20 — Edge expander device set to edge expander device set topology

4.1.9 Pathways

A Totential pathway is a set of physicallinks between a SAS initiator phy and a SAS target phy. When a SAS
inifiator phy is directly attached tova SAS target phy, there is one potential pathway. When there are expangler
deyices between a SAS initiator phy and a SAS target phy, there are multiple potential pathways, edch
copsisting of a set of physical links between the SAS initiator phy and the SAS target phy. The physical lipks
may or may not be using(the same physical link rate.

A pathway is a setof\physical links between a SAS initiator phy and a SAS target phy being used by a
cohnection (see 41)10).
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Figure 21 shows examples of potential pathways.

A
de
ad

A partial pathway is blocked when path resources it requires are held by either another connection or anot

pa

4.1

A
co
SA

A
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A
m4

Th
SA

rate regardless of its physical link rate.

Or

SAS phy = —  SAS phy

Expander device

(E)

|
SAS phy » Expander phy Expander phy ~ SASphy
ANY
SASphy » Expander phy | Expander phy > b/‘&AS phy
| N
Key:
<" Single physical link Potential Pathway

Figure 21 — Potential pathways

partial pathway is the set of physical links participating in;a connection request that has not reached
Stination phy (e.g., the OPEN address frame has beentransmitted by the source phy but the OP
Hress frame has not yet reached the destination phy)(see 7.12).

tial pathway (see 7.12).

.10 Connections

hnection all dwords from the SAS ifitiator port are forwarded to the SAS target port, and all dwords from
S target port are forwarded to the .SAS initiator port.

onnection is pending when(an*OPEN address frame has been delivered along a completed pathway to
Stination phy but the destination phy has not yet responded to the connection request. A connectior
ablished when an OPEN "ACCEPT is returned to the source phy.

connection enables; communication for one protocol: SSP, STP, or SMP. For SSP and STP, connectiq
y be opened and)closed multiple times during the processing of a command (see 7.12).

e connectiotrrate is the effective rate of dwords through the pathway between a SAS initiator phy an
S target\phy, established through the connection request. Every phy shall support a 1,5 Gbps connect

elegnnection may be active on a physical link at a time. If the connection is an SSP or SMP connection 3

he
EN

ner

Connection is a temporary association between a SAS initiator port and a SAS target port. During a

he

he
S

ns

l a

nd

th

TE are No dwords 10 transmit associated withT that connecton, fdie dwords are transmmitted. 1 the connect

on

is an STP connection and there are no dwords to transmit associated with that connection, SATA_SYNCs,
SATA_CONTSs, or vendor-specific scrambled data dwords (after a SATA_CONT) are transmitted. If there is no
connection on a physical link then idle dwords are transmitted.

The number of connections established by a SAS port shall not exceed the number of SAS phys within the
SAS port (i.e., only one connection per SAS phy is allowed). There shall be a separate connection on each
physical link.
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If multiple potential pathways exist between the SAS initiator port(s) and the SAS target port(s), multiple
connections may be established by a SAS port between the following:

a) one SAS initiator port to multiple SAS target ports;
b) one SAS target port to multiple SAS initiator ports; or
c) one SAS initiator port to one SAS target port.

Once a connection is established, the pathway used for that connection shall not be changed (i.e., all the
physical links that make up the pathway remain dedicated to the connection until it is closed).

Fiqure 22 shows examples of connections between wide and narrow ports.—All the connections shown may
J Lo Ll

ocgur simultaneously. Additionally:

a) the connections labeled A and B are an example of one SAS initiator port with connections to ‘multig
SAS target ports;

b) the connections labeled A and C are an example of one SAS target port with connections to multigle
SAS initiator ports;

¢) the connections labeled E and F are an example of multiple connections betweeh'one SAS initiatoy
port and one SAS target port; and

d) the connections labeled C, D, E, and F are an example of one SAS initiator port with connections to
multiple SAS target ports with one of those SAS target ports having multiple’ connections with that
SAS initiator port.

e
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SAS initiator Expander device SAS target
device device
Expander port Expander port
A 0 0 A
Phy (< [ —— Expander phy Expander phy < [ —— Phy SAS
SAS [ \ target
fitietor \ I Spor
port . Phy <" Expander phy Expander phy U » Phy >b'
\ -
B SAS
c 0 l Expander phy [« ™ Rhy | target
Phy =" Expander phy port
Expander port
Expander port SAS
Phy < > Expander phy ‘ Expander phy < > Phy ta:)%er';
\ ‘ \
\4
SAS Expander port QQ
initiator Q Target device
port Expander port
E
Phy < > Expander phy 7 ]ﬂ\ F
Expander phy «—71—™ Phy
SAS
target
F I el
Phy < —* Expanderphy \ Expander phy [« = > Phy
| 7 E
) N4
Key: ———— Single physical link O Wide link X X Connection
Notes: The expander(device has a unique SAS address. Each SAS initiator port and SAS target port
has a uniqgue SAS-address. Connections E and F represent a wide SAS initiator port with two
simultaneous connections to a wide SAS target port.
Figure 22 — Multiple connections on wide ports
4.2 Names and identifiers
4.2 1-Names-and-identifiers-gverview

Device names are worldwide uniqgue names for devices within a transport protocol (see SAM-3). Port names
are worldwide unique names for ports within a transport protocol. Port identifiers are the values by which ports
are identified within a domain, and are used as SAS addresses. Phy identifiers are unique within a device.
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Table 4 describes the definitions of names and identifiers for SAS.

Table 4 — Names and identifiers

Object

SAS implementation

Port identifier

SAS address

Port name

Not defined

Device name

SAS address

Phy identifier

Phy identifier

Table 5 describes how various SAM-3 objects are implemented in SSP.

Table 5 — SAM-3 object mapping

SAM-3 object

SSP implementation

Initiator port identifier

SAS address of SSP initiator port

Initiator port name Not defined
Target port identifier SAS address of SSP-target port
Target port name Not defined

Device name

SAS addréss of SCSI device

4.2.2 SAS addresses

Taple 6 defines the SAS address format. SAS addresses’shall be compatible with the NAA (Name Addrg

Authority) IEEE Registered format identification descriptor defined in SPC-3.

Table 6 —'SAS address format

SS

Byte\Bit 7 6 5 4 3 2 0
0 NAA (5F) (MSB)
1
IEEE COMPANY ID
2
3 (LSB) (MSB)
4
5
VENDOR-SPECIFIC IDENTIFIER
6
Z 4SS
7 =S

The NAA field contains 5h.

The IEEE COMPANY ID field contains a 24-bit canonical form company identifier assigned by the IEEE.
Information about IEEE company identifiers may be obtained from the http://standards.ieee.org/regauth/oui

web site.

The VENDOR-SPECIFIC IDENTIFIER contains a 36-bit numeric value that is uniquely assigned by the organization
associated with the company identifier in the IEEE COMPANY ID field.
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The SAS address shall be worldwide unique. A SAS address of 00000000_00000000h indicates an invalid
SAS address.
4.2.3 Hashed SAS address

SSP frames include a hashed version of the SAS address to provide an additional level of verification of
proper frame routing.

The code used for the hashing algorithm is a cyclic binary Bose, Chaudhuri, and Hocquenghem (BCH)
(63, 39, 9) code. Table 7 lists the parameters for the code.

Table 7 — Hashed SAS address code parameter

Parameter Value
Number of bits per codeword 63
Number of data bits 39
Number of redundant bits 24
Minimum distance of the code 9

The generator polynomial for this code is:

G(X) = (G +x+1) B+ xt+x%+x+1) (x®+x%+x%+x+1) (xBHx3 + 1)

After multiplication of the factors, the generator polynomial is:

G(X) = x24 + xZ3 + x22 4+ x20 4 x19 1 ¥17 1 516 4 513 4 4104594 38 4536 4+ xS 4y + X2+ x + 1

Annex D contains information on SAS address hashing.

4.2.4 Device names

3%
Q

Ealch expander device, SAS initiator device, SAS{arget device, and SAS target/initiator device shall includ
SAS address (see 4.2.2) as its device name¢The selected SAS address shall be used for no other name or
idgntifier.

Expander devices report their device names in the IDENTIFY address frame (see 7.8.2).

Lopical units accessed through SSP-target ports report SAS target device names through SCSI vital prodjuct
daja (see 10.2.9).

NOTE 2 - There is nowayto retrieve SAS initiator device names defined in this standard.

4.2.5 Port names

Port names as defined by SCSI are not defined in SAS.

NOTESR - The SAS address used by SSP target ports in different SAS domains may be the same (e.g., when
a set'of phys transmit the same SAS address in the identification sequence but receive different SAS
addresses, indicating they are attached to two separate SAS domains) so it serves as a port identifier rather
than a port name.

4.2.6 Port identifiers

Each SAS initiator port, SAS target port, and SAS target/initiator port shall include a SAS address (see 4.2.2)
as its port identifier. The selected SAS address shall be used for no other name or identifier.

SAS ports report their port identifiers in the IDENTIFY address frame (see 7.8.2). Port identifiers are used as
source and destination addresses in the OPEN address frame (see 7.8.3).

Logical units accessed through SSP target ports report SAS target port identifiers through SCSI vital product
data (see 10.2.9).
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4.2.7 Phy identifiers

Each SAS phy and expander phy shall be assigned an identifier that is unique within the SAS device and/or
expander device. The phy identifier is used for management functions (see 10.4).

Phy identifiers shall be greater than or equal to 00h and less than 80h.
4.3 State machines

4.3.1 State machine overview

Figure 23 shows the state machines for SAS devices, their relationships to each other and to the SAS devi
SAS port, and SAS phy objects.

[
o

SAS device
SCSI application ATA application Management application
layer (SA) layer (AA) layer (MA)
/SAS port ¢ ¢ ¢ ~
SSP transport layer STP transport layer SMP transport layer N
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.
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Figure 23 — State machines for SAS devices
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Figure 24 shows the state machines for expander devices, their relationships to each other and to the
expander device, expander port, and expander phy objects. Expander function state machines are not defined
in this standard, but the interface to the expander function is defined in 4.6.6.

( Expander device

/External expander port \\ External expander port ~
(evimrnal ) (o 0 )
External ~ N External ™~ N
expander phy expander phy
Expander Expander
link layer link layer
(XL) (XL)
1 Y 1
Phy layer : Phy layér.
(SP) Expander function (SP)
"One or more expander “One or more expander
phys per expander port - phys per expander port
™. One or more expander ports ™ One or more expander ports
per expander device per expander device

Figure 24 — State machines for expander devices

Annex | contains a list of messages between state“machines.
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4.3.2 Transmit data path

71

Figure 25 shows the transmit data path in a SAS phy.
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Figure 25 — Transmit data path in a SAS phy
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Figure 26 shows the transmit data path for the SSP link layer and the communication to the port layer, SSP
transport layer, and SCSI application layer. Only the SSP link layer (i.e., not the port, transport, or application
layer) transmits dwords.

SCSI application layer (SA)
(initiator device: creates SCSI commands
target device: processes SCSI commands)

v

The SSPinktayer

4

SSP transport layer (ST) may transmit ACK/
(builds and parses SSP frames) NAK/RRDY inside
t frames
Y .
Port layer SSP link Iayer
(Transport layer to SSP transmitter
multiple link layers)
J T

T y

SSP_TF (transmit

Frame

frame) state machine

T~ )
DONE

SSP link layer
idle dword generator

idle dword >\( SSP dword
_

>

SSP_TAN (transmit
ACK/NAK control) state
machine ‘

ACK
NAK

SSP_TC (transmit

RRDY

CREDIT_BLOCKED

credit) state machine

Figure 26 — SSP link,pert, SSP transport, and SCSI application layer state machines



https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

14776-150 © ISO/IEC:2004(E) 73

Figure 27 shows the transmit data path for the SMP link layer and the communication to the port layer, SMP
transport layer, and management application layer. Only the SMP link layer (i.e., not the port, transport, or
application layer) transmits dwords.

Management application layer (MA)
(initiator device: creates SMP functions
target device: processes SMP functions)

1

v

SMP transport layer (MT)
(builds and parses SMP frames)

y

Port layer
Multiple transport layers to
( P P y SMP link layer

multiple link layers) Y
1 SMP transmitter

Y .

SMP_IP (link layer for :

SMP initiator phys) or

SMP_IT (link layer for frame SMP dword

SMP target phys) state idle dword >
machine

Figure 27 — SMP link, port, SMP transport, and management application layer state machines
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Figure 28 shows the transmit data path for the STP link layer and communication to the port layer, STP
transport layer, and ATA application layer. Only the STP link layer (i.e., not the port, transport, or application

layer) transmits dwords.
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Figure 28 =~STP link, port, STP transport, and ATA application layer state machines
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Figure 29 shows the transmit data path in an expander phy.
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Figure 29.— Transmit data path and state machines in an expander phy
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4.3.3 State machines and SAS device, SAS port, and SAS phy objects

Figure 30 shows which state machines are contained within the SAS device, SAS port, and SAS phy objects.
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Figure 30 — State machine and SAS device, SAS port, and SAS phy objects
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Figure 31 shows which state machines are contained within the expander device, expander port, and
expander phy objects.

Expander device

Expander function state
machines are outside the

1 1
scope of this standard
1_* 1
Expander port Expander function
ECM
ECR
1 BPP
1.*
Expander phy
1/ 1
1 1
Phy layer state Link layer state- <
machines machinesQ
SP state machine SL IR statc;@shines
SP_DWS state machine XL state ne
O

Figure 31 — State machine and expanderdevice, expander port, and expander phy objects

4.4 Resets

4.4.1 Reset overview

I

igure 32 describes the reset terminology used in this standard:

a) link reset sequence;

b) phy reset sequence'(see 6.6);

c) SATA OOB sequence (see 6.6.2.1);

d) SATA speed-negotiation sequence (see 6.6.2.2);
e) SAS OOBR’sequence (see 6.6.4.1);

f) SAS speed negotiation sequence (see 6.6.4.2);
g) hard+eset sequence (see 7.9); and

h) identification sequence (see 7.9).
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Figure 32 — Reset terminology

The phy reset sequences, including the OOB sequence and speed negotiation sequences, are implemented
by the SP state machine and are described in 6.6 and 6.8. The hard reset sequence and identification
sequence are implemented by the SL_IR state machine and are described in 7.9.
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The link reset sequence has no effect on the transport layer and application layer. HARD_RESET may be
used during the identification sequence to initiate a hard reset. The link reset sequence serves as a hard reset

for

SATA devices.

4.4.2 Hard reset

After the phy reset sequence, if a SAS phy receives a HARD_RESET, it shall be considered a reset event and
initiate a hard reset of the port containing that phy.

When a port detects a hard reset, it shall stop transmitting valid dwords on each of the phys contained in that

po
no
oth

If the port is an SSP port, a hard reset causes a Transport Reset event notification to the SGSl-applicat

lay

If ¢
AT

If ¢
no
res

If 3
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sp
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4.
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or
red

An
thd
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If t
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AIr processing a hard reset, a phy shall originate a link reset Sequence.

't. Each phy may then participate iIn new phy reset sequences and start transmitting. T'he hard reset,sh
affect any other ports in the device (see SAM-3). Expander devices shall not forward HARD_ RESETS
er phys.

er (see 10.2.4); the SCSI device shall perform the actions defined for hard reset in SAM-3.

he port is an STP port, the ATA device shall perform the actions defined for power-onor hardware rese
A.

he port is an expander port, the expander function and other expander ports in the expander device sh

ets received by external expander ports in the expander device.

SAS device is contained in an expander device, its SSP ports, STP. ports, and/or SATA ports shall initi
ard reset when an SMP PHY CONTROL function with a phy operation of HARD RESET and phy identi
beifying a virtual expander phy attached to such a SAS port is processed (see 10.4.3.10).

r the link reset sequence completes, each logical unit toxwhich an SSP target port has access shall cre
nit attention condition for all SSP initiator ports. The sense key shall be set to UNIT ATTENTION with

Eignments).

b |_T nexus loss

an open connection timeout occurs.in response to a connection request, it shall retry the connect
uest until:

a) the connection is established;

b) for SSP target ports; the time indicated by the I_T NEXUS LOSS field in the Protocol-Specific Port
Control mode page, (see 10.2.6.2) expires; or

c) for STP or SMP-gonnection requests, a vendor-specific |_T nexus loss time expires.

SSP initiator port-should retry the connection request for the time indicated by the I_T NEXUs LOSS field
Protocol-Speeific Port Control mode page (see 10.2.6.2) for the SSP target port to which it is trying
ablish a cennection.

he time'expires, then the port shall send a Nexus Lost event notification to the SCSI application layer (S
2.4), the SCSI device shall perform the actions defined for |_T nexus loss in SAM-3.
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4.6 Expander device model

4.6.1 Expander device model overview

An

expander device shall contain the following:

a) an expander function containing:
A) expander connection manager (ECM);
B) expander connection router (ECR); and
C) broadcast primitive processor (BPP);
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b) two or more physical expander phys. For the maximum number of phys, see 4.1.5;
c) an expander port available per phy; and
d) an SMP target port.

An expander device may contain SAS devices with SSP ports, STP ports, and/or SMP ports.

Figure 33 shows a model of an expander device showing the state machines in each expander port. The
internal SMP port is not shown.

Expander device

Internal expander port T Expander function

Virtual phy ]

Expander link layer (XL)

Narrow ports or

Protocol-specific wide ports
link and transport layers >

External expander port - SATA host port
External SATA phy

STP/SATA transport Expander Expander
layer Narraw ports connection connection
router manager
i TG EE—
Expander link layer (XL (ECR) (ECM)

and SL_IR)

SATA phy layer

External expander port Narrow ports or

wide ports

External phy

Expander link)layer
(XL and-SL_IR)

Phy layer
(SP and DWS)

Broadcast primitive
| processor (BPP)

Figure 33 — Expander device model

4.6.2 Expander ports

An external expander port contains one or more physical phys (see 4.1.2). Each expander phy contains an
expander link layer with an XL state machine and an SL_IR state machine. The expander link layers within an
expander port request and respond to connection requests independently.
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An internal expander port contains a virtual phy with an expander link layer and a protocol-specific transport
layer (e.g., to provide access to a SCSI enclosure services device as an SSP target).

Each expander device shall include one internal SMP port using the expander device’'s SAS address.

Any additional internal SAS ports shall be inside SAS devices contained in the expander device, and thus
have SAS addresses different from that of the expander device. These SAS ports shall be attached to internal
expander ports with virtual phys.

4.6.3 Expander connection manager (ECM)

Th

4.4
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4.6
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requests on all expander ports except the expander port frommwhich the broadcast primitive request w
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4.4

4.4
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e ECM performs the following functions:

a) maps a destination SAS address in a connection request to a destination phy using direct,
subtractive, or table routed addressing methods;

b) arbitrates and assigns or denies path resources for connection requests following SAS.athitration a
pathway recovery rules; and

c) configures the ECR.

.4 Expander connection router (ECR)

e ECR routes messages between pairs of expander phys as configured.by,the ECM. Enough rout

ources shall be provided to support at least one connection.

.5 Broadcast primitive processor (BPP)

e BPP receives broadcast primitive requests from each expandér phy and requests transmission of thg
eived.
.6 Expander device interfaces

.6.1 Expander device interface overview

e expander device arbitrates and routes between expander phys. All routing occurs between expan
s, not expander ports. The interaction between an XL state machine and the expander function consistg
uests, confirmations, indications, and responses. This interaction is called the expander device interface

se
as

ler
of
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Figure 34 describes the interfaces present within an expander device.
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Figure 34 — Expander device interfaces
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4.6.6.2 Expander device interfaces detail

Figure 35 shows the interface requests, confirmations, indications, and responses used by an expander
device to manage connections.

Source Expander function Destination
expander expander
phy a phy
S L2 ReguestPath _ _ .
(on
(&)
[0
B e ---Aibitating _____ - PhyStats g
S ECM gQ
©
B - AWon___ | D
€ 4_____A_”2'_-95_t______
8 | ___AbReject __ | _
ECR
____Transmit Open__ S - _Lransmit Open _ -
(2] H .
7 ____I@ES_”‘_'LQ'QS_E__>4>____T_r§”_sﬂ‘_'t_c_'°_sﬁ__> é
=) H H ©
: ____Transmit Break _ .>4>____T_r§”_smlt_5_re_al<__> &)
H i =
____Transmit Dword _ . 4>____TL5‘I‘§TE9W9@__> =
R ™ < __ArbStatus_____
5 |- -OPenAccept _ |4 -QpenAccept_ ___ §
T i i c
£ - --OPenReject |4 - --OPenReject ___ S
= 1]
E | q-_BackeffRety | | WY o BackoffRety ___| 8
o PLEL koff Reverse Path _ 4 Backoff Reverse Path
7 2
[%]
) Broadcast Event Transmit Broadcast S
S -——m S o - L_Lransmit broagcast =
= N otjfy BPP Primitive > 8
@ 2
Figure 35 — Expander device interface detail
4.4.6.3 ECM_interface
Table 8 deseribes the requests from an expander phy to the ECM.
Table 8 — Expander phy to ECM requests

Message Description

Request Path (arguments) Request for a connection.
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Table 8 describes the responses from an expander phy to the ECM.

Table 9 — Expander phy to ECM responses

Message

Description

Phy Status (Partial Pathway)

Response meaning that an expander phy contains a partial pathway.

Phy Status (Blocked Partial
Pathway)

Response meaning that an expander phy contains a partial pathway and
the most recent AIP received or indicated is AIP (WAITING ON

FARTIAL).

)

hy Status (Connected)

Response meaning that an expander phy is being used for a connection

Ta

ble 10 describes the confirmations from the ECM to an expander phy.

Table 10 — ECM to expander phy confirmations

Message

Description

Arbitrating (Waiting On
Partial)

Confirmation that the ECM has determined that:
a) atleast one destination phy matches,the requested destination
SAS address; and
b) all of the phys within the destination port are returning a Phy Statu
(Partial Pathway) response.

L)

Arbitrating (Blocked On
Partial)

Confirmation that the ECM has/determined that:
a) atleast one destination phy matches the requested destination
SAS address; and
b) all of the phys within the destination port are returning a Phy Statu
(Blocked Partial-Pathway) response.

1

Arbitrating (Waiting On
Connection)

Confirmation thatthe ECM has determined that:
a) atleastone destination phy matches the requested destination
SAS-address;
b) no phys within the destination port are available; and
c).(at least one of the phys within the destination port are returning 8
Phy Status (Connected) response.

Arb Won

€onfirmation that an expander phy has won path arbitration.

Arb Lost

Confirmation that an expander phy has lost path arbitration.

Arb Reject (No Destination)

Confirmation that the ECM did not find an operational expander phy
configured to match the requested destination SAS address.

Arb Reject (Bad.Destination)

Confirmation that the ECM has determined that the requested destination
SAS address maps back to the requesting port.

Arb Reject (Bad Connection
Rate)

Confirmation that the ECM has determined that at least one destination
phy matches the requested destination SAS address but no phys within
the destination port are configured to support the requested connection
rate

Arb Reject (Pathway
Blocked)

Confirmation that the ECM has determined that the requesting expander
phy shall back off according to SAS pathway recovery rules.
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4.6.6.4 ECR interface

85

Table 11 describes the requests from an expander phy to the ECR and the corresponding indications from the
ECR to another expander phy.

Table 11 — Expander phy to ECR to expander phy requests and indications

Message

Description

Transmit Open (arguments)

Request/indication to transmit an OPEN address frame.

Ta
fro

Transmit Close

Request/indication to transmit a CLOSE.

Transmit Break

Request/indication to transmit a BREAK.

Transmit Dword

Request/indication to transmit a dword.

ble 12 describes the responses from an expander phy to the ECR and the corresponding confirmatig
m the ECR to another expander phy.

Table 12 — Expander phy to ECR to expander phy responses and confirmations

ns

Mlessage Description
\rb Status Confirmation/response that AIP (NORMAL) has been received.
Normal)
;rnb If;ar\:;lsl)(Wamng Confirmation/response that AIP (WAITING ON PARTIAL) has been received.
\rb Status (Waiting | Confirmation/response that AIP (WAITING ON CONNECTION) has been
Dn Connection) received.
prb Stat'us (Waiting Confirmation/response that’AlIP (WAITING ON DEVICE) has been received.
Dn Device)
Dpen Accept Confirmation/response that OPEN_ACCEPT has been received.
Dpen Reject Confirmation/resgense that OPEN_REJECT has been received.
Confirmation/response that:
a) ahigher priority OPEN address frame has been received (see 7.12.3); and
Backoff Retry b)~the source SAS address and connection rate of the received OPEN

address frame are not equal to the destination SAS address and
connection rate of the transmitted OPEN address frame.

Backoff Reverse
Path

Confirmation/response that:
a) a higher priority OPEN address frame has been received (see 7.12.3); an
b) the source SAS address and connection rate of the received OPEN
address frame are equal to the destination SAS address and connection
rate of the transmitted OPEN address frame.



https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

4.6.6.5 BPP interface

86

Table 13 describes the requests from an expander phy to the BPP.

Table 13 — Expander phy to BPP requests

14776-150 © ISO/IEC:2004(E)

Message

Description

Broadcast Event Notify
(Phy Not Ready)

Request to transmit a BROADCAST (CHANGE) on all other ports
because an expander phy lost dword synchronization (see 6.7).

Broadcast Event Notify
(SATA Spinup Hold)

Request to transmit a BROADCAST (CHANGE) on all other ports
because the SATA spinup hold state has been reached (see 6.9).

Broadcast Event Notify
(Identification Sequence
Complete)

Request to transmit a BROADCAST (CHANGE) on all other ports
because an expander phy has completed the identification séquence
(see 7.9).

Broadcast Event Notify
(CHANGE Received)

Request to transmit a BROADCAST (CHANGE) on all\other ports
because a BROADCAST (CHANGE) was received.

Broadcast Event Notify
(RESERVED CHANGE
Received)

ports because a BROADCAST (RESERVEBR\CHANGE) was received.

Request to transmit a BROADCAST (RESERVED CHANGE) on all other

Broadcast Event Notify
(RESERVED 0 Received)

Request to transmit a BROADCAST (RESERVED 0) on all other ports
because a BROADCAST (RESERVED 0) was received.

Broadcast Event Notify
(RESERVED 1 Received)

Request to transmit a BROADCAST (RESERVED 1) on all other ports
because a BROADCAST (RESERVED 1) was received.

Ta

4.4

4.6
Ea

Th
reg

ble 14 describes the indications from the BPP to an expander phy.

Table 14 — BPP to-éxpander phy indications

Message

Description

Transmit Broadcast (type)

Indication to transmit a BROADCAST with the specified type.

uests-to.the expander phy:

a)

a) direct routing attfibute;
b) table routingattribute;
c) subtractiye routing attribute.

.7 Expander device routing

.7.1 Routing attributes and-routing methods

ch expander phy in an'expander device shall support one of the following routing attributes:

or

e routing attributes allow the ECM to determine which routing method to use when routing connect

the table routing method routes connection requests to attached expander devices using an expang

route-tabte:
b)
device; or

c)

the subtractive routing method routes unresolved connection requests to an attached expander

the direct routing method routes connection requests to attached end devices or SAS devices

contained in the expander device.

An expander phy with the direct routing attribute allows the ECM to use the direct routing method.

on

er

An expander phy with the table routing attribute allows the ECM to use one of the following methods to route
connection requests:

a) the table routing method and the direct routing method if attached to an expander device; or
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An

b) the direct routing method if attached to an end device.

expander device may have zero or more phys with the table routing attribute.

An expander phy with the subtractive routing attribute allows the ECM to use one of the following methods to
route connection requests:

a) the subtractive routing method if attached to an expander device; or
b) the direct routing method if attached to an end device.

An edge expander device shall have at most one defined port containing phys with the subtractive routing

att

An
su

If 1
de

If n
de

Prd

=

4.4

Th
ex

[ibute. Phys In a fanout expander device shall not have the subtractive routing attribute.

ptractive routing attribute in other edge expander devices within an edge expander device set.

hultiple phys within an expander device have subtractive routing attributes and are attachedto expan
vices, they shall attach to phys with identical SAS addresses (i.e., the same expander port).

hultiple phys within an expander device have subtractive routing attributes and are‘attached to expan
vices that do not have identical SAS addresses, the application client that is performing the disco
cess (see 4.6.7.4) shall report an error in a vendor-specific manner.

.7.2 Connection request routing

e ECM shall determine how to route a connection request from a source expander phy to a destinat
pander phy in a different expander port using the following precedence:

1) route to an expander phy with the direct routing attribute af table routing attribute when the destinati
SAS address matches the attached SAS address;

2) route to an expander phy with the table routing attribute when the destination SAS address matchg
an enabled routed SAS address in the expander route table;

3) route to an expander phy with the subtractive routing attribute; or

4) return an Arb Reject confirmation (see 4.6.6.3)to the source expander phy.

If the destination expander phy only matches an“expander phy in the same expander port from which

co

nnection request originated, then the ECM shall return an Arb Reject confirmation.

If fhe destination SAS address of a conhection request matches a disabled routed SAS address in

ex

4.4

An
ex
ex

An
co
dis

pbander route table, then the ECM shallignore the match.

.7.3 Expander route table

expander device that supports the table routing method shall contain an expander route table. T
pander route table is a~structure that provides an association between destination SAS addresses 4
pander phy identifierS~Each association represents an expander route entry.

expander deviee reports the size of its expander route table and indicates if the expander route tablg
hfigurable indhevSMP REPORT GENERAL function (see 10.4.3.3). Each expander route entry shall
abled after power on.

A management application client may reference a specific expander route entry within an expander ro

tal]

le with the SMP REPORT ROUTE INFORMATION function (see 10.4.3.8) and the SMP CONFIGU

R

edge expander device shall only use phys with the table routing attribute to attach to physwith the

Her

er
er

on

bS

he

an

he
nd

is

ite
RE

UTE INFORMATION function (see 10.4.3.9).
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Figure 36 shows a representation of an expander route table.

Expander route table

QV
1 >
| Expander route entry (3.
B
- N
>~ Includes: ,
M \\ ™~ Routed SAS address ,\’\(b
I Enable/disable bit |
N
(\'_)
Expander route index O\\Q/
An expander route index for each \%
expander route entry. Os\
N
M = expander route indexes - 1 Q
L
O

Figure 36 — Expander @sl}te table example

. Q . :
The number of end devices that may be attached to@ edge expander device set is dependent on the number
of pxpander route entries in the expander route S-@e of the edge expander devices.

4.6.7.4 Discover process \,O

Thie management application clien Q&’forming the discover process shall perform a level-order (i,
breadth-first) traversal of the SAS ain to identify the end devices and expander devices in the SAS
domain. The order of traversal shall be to discover:

®

1) the device to which @evice containing the management application client is attached;

2) if the attached dei! s an expander device, every device attached to that expander device; and

3) for each expa evice found, every device attached to that expander device.

Thjs order is repe@@ntil all expander devices have been traversed.

&
&
/\?‘
S
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Figure 37 shows an example of level-order traversal.

Management application client in an
end device or expander device

Expander
1 .
device
i i
| — |
2 | Expander 3 End 4 | Expander 5 | Expander
device device device device
I |
6 | Expander 7 | Expander 8 End 9 Expand@ 10 End
device device device de\Q\ device
11 End 12| Expander 13 End 14 End
device device device device
15 End 16 End
device device

Assume that the lowest phy identifier in each expander device is on the top
right, and the remaining phys are\numbered counter-clockwise

Figure 3% Level-order traversal example

The discover process begins with the.management application client determining that an expander device is
attached.

If an expander device is detected, the management application client shall use the SMP REPORT GENERAL
funjction (see 10.4.3.3) and‘'SMP DISCOVER function (see 10.4.3.5) to determine what is attached to edch
expander phy.

If an expander device)is detected and its CONFIGURABLE ROUTE TABLE bit is set to one in the SMP REPORT
GHENERAL functionresponse, the management application client shall configure its expander route table|as
depcribed in 416.7.5.

If an end device is detected, the management application client may attempt to open an SMP connectior] to
determine-if it contains an SMP target port, and use the SMP REPORT GENERAL function to determ|ne
adpitional information about the end device. End devices are not required to support SMP.

The result of the discover process is that the management application client has the necessary information to
communicate with each SAS device and expander device in the SAS domain and each configurable expander
device is configured with the expander route entries to allow routing of connection requests through the SAS
domain.

The discover process may be aborted prior to completion if there is an indication that it may be based on
incorrect information (e.g., arrival of a BROADCAST (CHANGE)).

The management application client shall allow the following attachments between expander phys:

a) edge expander phy with the subtractive routing attribute attached to an edge expander phy with the
subtractive routing attribute;
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b) edge expander phy with the subtractive routing attribute attached to an edge expander phy with the

table routing attribute;

c) edge expander phy with the subtractive routing attribute attached to a fanout expander phy with the

table routing attribute.

If the management application client detects any other combination of expander phy attachment (e.g.,
expander phy with table routing attached to expander phy with table routing, or an expander phy with direct
routing attached to an expander phy), it shall report an error in a vendor-specific manner.

If the management application client detects an overflow of the edge expander route index, it shall report an

e

If
ex
EX

Th
DIS
10

=

|

If the management application client detects a port with a SAS address it has(already found attached

an

ph
de
10

An

4.4

Th
ed

Fo
ph

Th
lev
EX

As

or In a vendor-specific manner.

he management application client detects an expander route entry that references the SAS address-of
pander device itself (i.e., self-reference), it shall disable the expander route entry by setting the DISAH
PANDER ROUTE ENTRY bit to one in the SMP CONFIGURE ROUTE INFORMATION function (see’10.4.3.9

E management application client shall disable each expander route entry in the route table by setting
ABLE EXPANDER ROUTE ENTRY bit to one in the SMP CONFIGURE ROUTE INFORMATION function (S
4.3.9) for each expander phy that has its attached device type set to 000b (i.e., no device attached).

bther expander device, it has found a routing loop and may break the loop‘hy disabling all the expan
ys attached to that SAS address except for the expander phy with the lowest phy identifier in the expan
vice with the lowest SAS address by using the SMP CONFIGURE ROUTE INFORMATION function (3
4.3.9).

nex | contains an example algorithm used by an application client’to perform the discover process.

.7.5 Expander route index order

e expander route table shall be configured for each expander phy (in either a fanout expander device or
he expander device) that:

a) has a table routing attribute; and
b) is attached to an edge expander device.

I purposes of configuring the expander reute table, the edge expander devices attached to the expan
y are assigned levels:

1) the expander device in which the expander route table is being configured is level O;

2) the attached edge expander .device is considered level 1;

3) devices attached to thelevel 1 edge expander device, except for the level 0 expander device, are
considered level 2;

4) devices attached-tg level 2 edge expander devices, except for level 1 edge expander devices, are
considered level-3; and

5) for each n greater than 3, devices attached to level n-1 edge expander devices, except for level n-
edge expander devices, are considered level n.

P expander foute table for each expander phy shall be configured starting from expander route index O
el (i.e., alllevel 1 entries first, then all level 2 entries, then all level 3 entries, etc.) up to the value of
PANDER-ROUTE INDEXES field reported by the SMP REPORT GENERAL function (see 10.4.3.3).

sGming the level 1 edge expander device has N expander phys, the first N entries shall be used for

he
LE

).

he
ee

to
Her
Her
ee

an

er

A

by
he

he

lev

el 1 edge expander device's expander pny U through expander pny N. IT an expander pny IS attached t

a

device other than the level 0 expander device (i.e., attached to a level 2 device), the corresponding expander
route entry shall contain the SAS address of the level 2 device. Otherwise (e.qg., if the expander phy is not
attached to any device, or the expander phy is attached to the level 0 expander device), the corresponding
expander route entry shall be disabled.

Fo

r each of the level 2 devices that:

a) is an edge expander device with M expander phys; and
b) is attached to an expander phy in the level 1 edge expander device with the table routing attribute,
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the next M entries shall be used for the level 2 edge expander device’s expander phy 0 through expander phy
M. If an expander phy is attached to a device other than the level 1 expander device (i.e., attached to a level 2
device), the corresponding expander route entry shall contain the SAS address of the level 3 device.
Otherwise (e.g., if the expander phy is not attached to any device, or the expander phy is attached to the level
1 expander device), the corresponding expander route entry shall be disabled.

This process shall repeat for all levels of edge expander devices in the edge expander device set.

Figure 38 shows a portion of an edge expander device set, where phy A in the root edge expander device is
being configured.

(- N
[ Edge Edge Entries for N
expander expander Entries for U
device device
set R Expander | Entries for V
Level 0 (portion) route table | Entries for W
(ffom for phy A
Hevice R) Entries for X
Entries for Y
_ Phy A Entries for\Z
~ (Assume that the |
lowest phy identifier is Edge expander device N
on the top and phy (n phys)
identifiers increase in Expander route
Level 1 counter-clockwise table for phy B
(from order) Phy B Entries for U |
device R) Entries for W
Entries for X
\—
Edge-expander Edge expander
L(ef;/oerInZ deviceu r— ! device V
device R) {(u phys) —‘ (v phys)
Level 3 Edge expahder Edge expander | | Edge expander Edge e_xpander
(ef;/oem deVice W device X device Y device Z
z phys
device R) Wphys) |1..... (x phys) (yphys) [|I..... (z phys)
Level 4
fom >~ - ¢ | ...
deviceR) L e e e )

= 20 = &l + H &l l l |
rrygurc o0 — LAPAITUTT TUULT TTTUTA TTVTIS TAAITIPIT
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Figure 39 shows a fanout expander device and an edge expander device set, where phy A in the fanout
expander device is being configured.

' Fanout Entries for N
expander Entries for U
(Assume that the device T ---f v
Level 0 lowest phy identifier is | R Expander | Entries for
(fv on the top and phy route table | Entries for W
rom
tevieeR) identifiers increase in for phy A
4 counter-clockwise cntries Tor A
order) Entries for Y
\_ Phy AI Entries for Z
(- 1 ~\
("~ [Edge Edge expander device N
expander h
- (n phys)
device Expander route
Level 1 set table for phy B
ortion i
(from < (P ) Phy B Entries for U -
device K) Entries for\W/
Entriesifor X
-
Edge expander Edge expander
L(ef;/:rLZ deviceU [ = | ! device V
device R) (u phys) —‘ (v phys)
Level 3 Edge expander Edge expander | | Edge expander Edge e?(pander
(from device W device X device Y device Z
z phys
device R) wphys) 1. (x phys) (yphys) |[I..... (z phys)
Level 4
(from ccccc
device R) U ¢ J
Figure 39 = Expander route index levels example with fanout expander device
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Table 15 shows how the expander route table is configured for edge expander device R phy A in figure 38 and
the fanout expander device R phy A in figure 39.

Table 15 — Expander route table levels for edge expander device R or fanout expander device R

Expander

foute index Expander route entry contents

Level 1 (from device R) entries

0 SAS address of the port attached to edge expander device N phy 0

1 SAS address of the port attached to edge expander device N phy 1

...additional phys in edge expander device N...

n SAS address of the port attached to edge expander device N phy n

—

evel 2 (from device R) entries

n+1 SAS address of the port attached to edge expander device U phy.0

...additional phys in edge expander device U...

n+1+u SAS address of the port attached to edge expander device\U phy u

...additional devices at level 2 (from device R)...

SAS address of the port attached to edge expandér device V phy 0

...additional phys in edge expander device/V...

SAS address of the port attached to edgetexpander device V phy v

—

evel 3 (from device R) entries

SAS address of the port attached:to edge expander device W phy 0

...additional phys in edge eéxpander device W...

SAS address of the port'attached to edge expander device W phy w

...additional devices(atlevel 3 (from device R)...

SAS address of the‘port attached to edge expander device Z phy 0

...additional phys in edge expander device Z...

SAS address of the port attached to edge expander device Z phy z

Hntries for additional levels
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Table 16 shows how the expander route table is configured for edge expander device N phy B in figure 38 and
figure 39.

Table 16 — Expander route table levels for edge expander device N

Expander

foute index Expander route entry contents

Level 1 (from device N) entries

0 SAS address of the port attached to edge expander device U phy 0

...additional phys in edge expander device U...

u SAS address of the port attached to edge expander device U phy u

—

evel 2 (from device N) entries

u+l SAS address of the port attached to edge expander device W phy 0

...additional phys in edge expander device W...

u+l+w SAS address of the port attached to edge expander device W.phy w

...additional devices at level 2 (from device N)...

SAS address of the port attached to edge expander dévice X phy 0

...additional phys in edge expander device Z.$«

SAS address of the port attached to edge expander device X phy z

Hntries for additional levels
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Figure 40 shows an example topology with a fanout expander device.

Fanout Edge expander device set
IJ:
z);r\),?é]: eFr Edge expander
’ device, EO Edge End
—— expander devices
Phy 0 Phv 0 device, E1 D1.D Y
(number of y (Y + 1 phys) et L
Ly (number of (Y devices)
i route table . i
Mezes indexes for . ]
];;er:’;y Y each phy of :
<128) EQis <128) Edge End
AT deyices
device, EN '
(Z + 1 phys) DNl...'DNZ
(Z\devices) [
|
N — I
Phy 1..127 Edge expander device set(s)
(number of
route table
indexes
for each .
phy of F is :
<128)

Figure 40 — Expander route index order example
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Table 17 shows the expander route index order for the edge expander EO phy 0 in figure 40.

Table 17 — Expander route entries for edge expander EO phy 0

Expander
route index

Expander route entry contents

Level 1 entries

SAS address (e.g., EO) of the device attached to phy 0 of edge expander device E1. This

fal
J

expander route entry is disabled because EOQ is the expander device being configured.

1 SAS address (e.g., D41) of the device attached to phy 1 of edge expander device EL
2 SAS address (e.g., D42) of the device attached to phy 2 of edge expander device)E1
v SAS address (e.g., D1Y) of the device attached to phy N of the attached edge expander

device E1

LUevel 2: no entries since all devices attached to E1 through EN, except for'\EO, are end devices

Table 18 shows the expander route index order for the fanout expander F@hy 0 in figure 40.

Table 18 — Expander route entries for fanout expander device F phy 0

Expander
bute index

-

Expander route entry contents

Uevel 1 entries

SAS address (e.g., F) of the device attached to phy 0 of edge expander device EO. This

0 expander route entry is disabled because F is the expander device being configured.

1 SAS address (e.g., E1) of the\device attached to phy 1 of edge expander device EO

2 SAS address (e.g., E2) ofithe device attached to phy 2 of edge expander device EO

N SAS address (e.g., EN) of the device attached to phy N of the attached edge expander

device EO

LUevel 2 entries

SAS address (e.g., EO) of the device attached to phy 0 of the edge expander device E1.

N+1 Thisexpander route entry is disabled because EO is attached to the expander device being
configured.
N +A\FY SAS address (e.g., D,Y) of the device attached to phy Y of the edge expander device E1

SAS address (e.g., EO) of the device attached to phy 0 of the edge expander device EN.
This expander route entry is disabled because EO is attached to the expander device being
configured.

SAS address (e.g., DyZ) of the device attached to phy Z of the edge expander device EN

Level 3 entries: none since all devices attached to E1 through EN, except for EO, are end devices
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5 Physical layer

5.1 Physical layer overview

The physical layer defines cables and connectors and transmitter and receiver electrical characteristics.

5.2 Passive interconnect

5.2.

1 SATA cables and connectors

Figure 41 shows a schematic representation of the cables and connectors defined by SATA (see ATA/ATAP

V3

Th

. A SATA host is analogous to a SAS initiator device; a SATA device is analogous to a SAS targetdevig
Internal cabled Power cable receptacle
environment connector
Power ]
supply <>
|| SATA
device
SATA host <«

T T

Signal host plug Signal cable receptacle Device plug connector
connector connectors

Internal backplane
environment < SATA
SATA host .
device
Host receptacle T
connector Device plug connector

Figure 41 — SATA cables and connectors

.4.2 SAS cablescand connectors

s standard supports external cable, internal cable, and internal backplane environments.

-7

[
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Figure 42 shows a schematic representation of the cables and connectors defined in this standard to support
an external environment.

External cabled SAS external cable plug
environment connectors
(4 physical links)
SAS-device—— %> /\ P SAS deviee
or expander ; ; ; : or expander
device <«—> ¥ <«—> device
T SAS external cable T
SAS external receptacle (1 to 4 physical links) SAS external receptacle
connector (4 physical links) connector (4 physical links)

(SAS external cable connects the Tx signal pins to
the Rx signal pins on each physical link)

Figure 42 — SAS cables and connectors - external’environment
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Figure 43 shows a schematic representation of the cables and connectors defined in this standard for internal
environments.

Power / LED cable
connection
vendor-specific

Single port internal cabled environment

SATA-style signal
cable receptacle

Secondary port <

SAS target
device

Primary port

SATA-style SAS internal cable SAS plug connector
host plug receptacle connector (2 physical links,plus power)
connector (1 physical link plus power)

Dual port internal cabled environment

SATA-style signal

Power / LED cable
cable receptacle

connectign
vendor-specific

SAS target
device

Secondary-port

SATA-style
host plug
connector

Primary port

SAS internal cable SAS plug connector
receptacle connector (2 physical links plus power)
(2 physical link plus power)

SATA-style signal

SATA>style
cable receptacle

host plug
connector

Internal-backplane

]4— Power / LED connection vendor-specific
environment

SAS target
device

SAS backplane receptacle connector SAS plug connector
(2 physical links plus power) (2 physical links plus power)

Figure 43 — SAS cables and connectors - internal environment
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Table 19 summarizes the connectors defined in this standard.

Table 19 — Connectors

14776-150 © ISO/IEC:2004(E)

Type of connector Ph.ysmal Reference | Attaches to Ph_yswal Reference
links links
SAS internal cable 1or?2 5233
SAS plug 2 5.2.3.2 | receptacle
OAS DaCKplarie receplacie Z 2.£.9.4
SAS internal cable
»)
SATA-style signal cable 1 ATA/ATAPI SATA-style host plug 1 ARGMAPL
-7V3 “TV3
receptacle
dAS | SAS plug 2 5.2.3.2
:AS internal cable 1or2 5233 |
receptacle SATA device plug 1 SATA
SAS plug 2 5.2.3.2
SAS backplane
s 2 5.2.34 . ATA/ATAPI
receptacle SATA device plug 1
-7V3
3AS external cable plug 4 5.2.3.6 SAS external receptacle 4 5.2.3.7
SAS external receptacle 4 5.2.3.7 SAS external cable plug 4 5.2.3.6
Thie SATA device plug connector (e.g., used by a SATA device) may be attached to a SAS backplgne
re¢eptacle connector or a SAS internal cable receptacle conhector, connecting the primary signal pairs gnd
legving the secondary signal pairs unconnected.
See SFF-8223, SFF-8323, and SFF-8523 for the connector locations on common form factors.
5.3.3 Connectors
5.4.3.1 Connectors overview
SAS connectors should be marked with'the SAS icon (see Annex K).
5.3.3.2 SAS plug connector
SAS target devices supportifnig internal environments shall use the SAS plug connector. The SAS plug
copnector is defined inf'SFF-8482. It attaches to a SAS internal cable receptacle connector or a SAS
bafkplane receptacle connector.
Table 20 defines the,pin assignments.
5.3.3.3 SAS.internal cable receptacle connector
SAS interfal cables shall use a SAS internal cable receptacle connector on the SAS target device end. The
SAS internal cable receptacle connectors are defined in SFF-8482. The single-port version attaches to either:

toT

\AA~2

Y o SAS nlua caonnactor-nroviadina-contact for tha nowear nins and - onbstha nrimarns nhyucical inlk- ar
oo o-PrHg-coHHe6 PrEVAeRg-GoHtae—1o—tHe-—Po PHS—aRe-SHy—He-pPHHH AP Steat-tHha—O+

b) a SATA device plug connector, providing contact for the power pins and the primary physical link.

The dual-port version attaches to:

a) a SAS plug connector, providing contact for the power pins and only the primary physical link;
b) a SAS plug connector, providing contact for the power pins and both the primary and secondary

physical links; or

c) a SATA device plug connector, providing contact for the power pins and the primary physical link.

Table 20 defines the pin assignments. The secondary physical link (i.e., pins S8 through S14) is not supported
by the single-port internal cable receptacle.
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5.2.3.4 SAS backplane receptacle connector

SAS backplanes shall use the SAS backplane receptacle connector. The SAS backplane receptacle
connector (see SFF-8482) attaches to either:

a) a SAS plug connector, providing contact for the power pins and both primary and secondary physical
links; or
b) a SATA device plug connector, providing contact for the power pins and the primary physical link.

Table 20 defines the pin assignments.
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5.2.3.5 SAS internal connector pin assighments

Table 20 defines the SAS target device signal assignments for pins in the SAS internal connector.

Table 20 — SAS target device connector pin assignments

Segment Pin Name
Primary Signal S1 GROUND
Primary Signal S2 RP+
Primary Signal S3 RP-
Primary Signal S4 GROUND
Primary Signal S5 TP-
Primary Signal S6 TP+
Primary Signal S7 GROUND

Secondary Signal ° S8 GROUND
Secondary Signal b S9 RS+
Secondary Signal b S10 RS-
Secondary Signal ° s11 GROUND
Secondary Signal b S12 TS-
Secondary Signal b S13 TS+
Secondary Signal ° S14 GROUND

Power 2@ Pl Va3

Power 2@ P2 Va3

Power 2@ P3 V33, precharge

Power 2 P4 GROUND

Power 2 P5 GROUND

Poweh.2 P6 GROUND

Power 2 P7 Vs, precharge

Power 2@ P8 Vs

Power 2@ P9 Vs

Power 2 P10 GROUND

Power 2 P11 READY LED

Power 2 P12 GROUND

Power 2@ P13 V15, precharge

Power 2 P14 Vo

Power 2@ P15 Vi

@ The precharge pin and each corresponding voltage pin shall be
connected together on the SAS target device (e.g., the Vs, precharge
pin is connected to the to V5 pins).

b S8 through S14 are no-connects on single port implementations.

SAS target device signal assignments, except for the addition of the secondary physical link when present,
are in the same locations as they are in a SATA device. On cable assemblies, backplanes, or any other
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connection media, the Tx signal from one internal connector pair shall be connected to the corresponding Rx
signal of the other internal connector pair (i.e., the TP+ signal pin of connector 1 shall connect to the RP+
signal pin of connector 2) if there is an internal connector at both ends of the transmission media.

The TP+, TP-, RP+, and RP- signals are used by the primary physical link. The TS+, TS-, RS+, and RS-
signals are used by the secondary physical link.

5.2.3.6 SAS external cable plug connector

SAS external cables shall use the SAS external cable plug connector. The SAS external cable plug connector
is flefined In SFF-8470 as the 4x configuration with thumbscrews. No special SAS keying is provided, The
SAS external cable plug connector attaches to a SAS external receptacle connector, providing contact for|up
to four physical links.

Taple 21 defines the pin assignments.

5.2.3.7 SAS external receptacle connector

SAS devices with external ports shall use the SAS external receptacle connector: The SAS external
re¢eptacle connector is defined in SFF-8470 as the 4x configuration with thumbscrews. No special SAS
keying is provided. The SAS external receptacle connector attaches to a SAS external cable plug connecfor,
prgviding contact for up to four physical links.

Taple 21 defines the pin assignments.

=
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5.2.3.8 SAS external connector pin assighments

Table 21 defines how the connector signal pairs are used in external connectors for applications using one,
two, three, or four of the physical links. External cables should be labeled to indicate how many physical links
are included (e.g., 1X, 2X, 3X, and 4X on each connector's housing).

Table 21 — Physical link usage in SAS external connector

Signal pin to use based on number of
Sighal physical links supported by the cable
One Two Three Four
Rx 0+ S1 S1 S1 S1
Rx O- S2 S2 S2 S2
Rx 1+ N/C S3 S3 S3
Rx 1- N/C S4 S4 S4
Rx 2+ N/C N/C S5 S5
Rx 2- N/C N/C S6 S6
Rx 3+ N/C N/C N/C S7
Rx 3- N/C N/C N/C S8
TX 3- N/C N/C N/C S9
Tx 3+ N/C N/C N/C S10
TX 2- N/C N/C S11 S11
Tx 2+ N/C N/C S12 S12
Tx 1- N/C S13 S13 S13
Tx 1+ N/C S14 S14 S14
Tx O- S15 S15 S15 S15
Tx 0+ S16 S16 S16 S16
B
CHASSIS Housing
GROUND
Key:
N/C = not connected
SIGNAL GROUND shall not be connected to CHASSIS GROUND in the cable connector.
5.3.4-Gables

5.2.4.1 SAS internal cables

SAS internal cables shall use SAS internal cable receptacle connector on the SAS target device end and a
SATA-style cable receptacle (see ATA/ATAPI-7 V3) on the SAS initiator device or expander device end. The
power and READY LED signal connection is vendor specific.

A SAS initiator device shall use a SATA-style host plug connector (see ATA/ATAPI-7 V3) for connection to the
SAS internal cable. The signal assignment for the SAS initiator device or expander device with this connector
shall be the same as that defined for a SATA host (see ATA/ATAPI-7 V3).
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Figure 44 shows destination signal assignments and a connection diagram for the SAS single-port internal
cable.

SAS internal
cable assembly

Power/LED
connection is
vendor-specific

SATA-style
host plug connector

SATA-style
cable receptacle connector

/ SAS plug connector

N .
@) Key Key SAS internal cable
receptacle connector

v

F@ 44 — SAS single-port internal cable assembly and destination pin assignments

v
S
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cable.
SAS internal
dual port
cable alssembly
| |
----------- P15 Vi, >
Power/LED [ —Qeeccemeeeao P14 Vi, (19Q
connectionis | L\ oo P13 Vi, prechar Q 1
vendor-specific [ -l e-ceeeeeeaa- P12 GROUND 83
\\ ___________ P11 READY, 'b
SATA-style N N II;;O \?Rb‘
hostplug N ______ P8 VZ\
connector SATA-style |  ____________ P7 G)s precharge
cable receptacle |  ___|___________ P Q/GF’QOUND
connector |\ __|___________ L GROUND
___________ P4 GROUND
---------- P3 V33, precharge SAS
___________ P2 V
__________ =il sz target
S14 GROUND deies
7 S13 TS+
6 S12 TS-
5 S11 GROUND
4 S10 RS-
3 S9 RS+
2 S8 GROUND
1 S7 GROUND
S6 TP+
S5  TP-
S4 GROUND
S3  RP-
S2 RP+
S1 GROUND

SAS internal cable
receptacle connector

SAS plug connector

SATA-style
host plug connector

SATA-style
cable receptacle
connector

Figure 45 — SAS dual-port internal cable assembly and destination pin assignments
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5.2.4.2 SAS external cables

The SAS external cable connectors are defined in SFF-8470 as the 4x configuration with thumbscrews. The
external cable does not include power or the READY LED signal.

Although the connector always supports four physical links, the cable may support one, two, three, or four
physical links.

On external cable assemblies, the Tx signal from one connector shall be connected to the corresponding Rx

signal of the other connector (e.g., Tx 0+ (S16) of connector shall connect to Rx 0+ (S1) of the other
Cof\nnnfnr) (enn 5213 G)

SIGNAL GROUND shall not be connected to CHASSIS GROUND in the cable.

5.2.5 Backplanes

Backplane designs should follow the recommendations in SFF-8460.
5.8 Transmitter and receiver electrical characteristics

5.3.1 Compliance points

Signal behavior at separable connectors and integrated circuit package\connections that satisfy the
depcription for a compliance point require compliance with transmitter and-reeeiver characteristics defined|by
this standard only if the connectors or integrated circuit package conneetions are identified as compliance
po|nts by the supplier of the parts that contain or comprise the candidate compliance point. Table 22 lists the
compliance points.

Table 22 — Compliange points

Corgg:lnatnce Type Description
IT intra-enclosure Internal connector; transmit serial port
IR intra-enclosure Internal connector; receive serial port
CT inter-enclosure External connector; transmit serial port
CR inter-enclosure External connector; receive serial port
XT intra-enelosure Expander or SAS initiator phy; transmit serial port
XR intra-enclosure Expander or SAS initiator phy; receive serial port

5.3.2 General interface’specification

A TxRx connecti@nyis the complete simplex signal path between the output reference point of one phyj or
retimer to the input reference point of a second phy or retimer, over which a BER of < 1012 is achieved.

A TxRx cohnection segment is that portion of a TxRx connection delimited by separable connectors|or
ch@nges-inumedia.

Thisisubclause defines the interfaces of the serial electrical signal at the compliance points IT, IR, CT, CR,
an i f f
connection.

Each compliant phy shall be compatible with this serial electrical interface to allow interoperability within a
SAS environment. All TXRx connections described in this subclause shall exceed the BER objective of 1012,
The parameters specified in this section support meeting this requirement under all conditions including the
minimum input and output amplitude levels.

These signal specifications are consistent with using good quality passive cable assemblies constructed with
shielded twinaxial cable with 24 gauge solid wire up to eight meters in length.
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Figure 46 shows the transmitter transient test circuit.

......

: : V
L P 56 ohm
TX + %é_'
| . 12nF 12 ohm
Transmitter © Probe points EmVAVAWV
under test P -
: 12nF —
.y ST VANEVAN —
¢ : ; T VoV
: : VN 56 ohm

Intra-enclosure uses the SAS internal connector.
Inter-enclosure uses the SAS external connector.

Figure 46 — Transmitter transient test circuit

Fi

dgure 47 shows the receiver transient test circuit.

Ve

56 ohm

Rx+—§<

Receiver

under test Probe points

Rx-—?(

VN 56 ohm

Inter-enclosure uses the SAS external connector.

Figure 47 — Receiver transient test circuit
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Table 23 defines the general interface characteristics.
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Table 23 — General interface characteristics

5.3
Th
tim
of

Characteristic Units 1,5 Gbps 3,0 Ghps

Physical link rate MBps 150 300

Bit rate (nominal) Mbaud 1500 3000

Unit interval (UDN(nominal) ps 666.6 333.3

Physical link rate tolerance at XR b ppm +350/-5 350 +350/ -5 350

Physical link rate tolerance at IR and CR ppm +100 +100

Physical link rate tolerance at IT, CT, and XT ppm +100 + 100

Media Impedance (nominal) 2 ohm 100 100

A.C. coupling capacitor, maximum © nF 12 12

Transmitter transients, maximum 9 \% +1,2 +1,2

Receiver transients, maximum 9 \% + 1,2 +1,2

Receiver A.C. common mgde voltage mV(P-P) 150 150

tolerance V¢, minimum

Receiver A.C. commog mode frequency MHz 210 200 210 200

tolerance range Fgy

@ The media impedances are the differential impedances.

b Allows support for SATA devices with spread spectrum clocking (see ATA/ATAPI-7 V3). SAS
initiator phys supporting being attached to SATA’devices should also use these tolerances.

¢ The coupling capacitor value for A.C. coupléd-transmit and receive pairs.
The maximum transmitter and receiver transients are measured at nodes Vp and Vy on the
test loads shown in figure 46 (for the transmitter) and figure 47 (for the receiver) during all
power state and mode transitions, Test conditions shall include the system power supply
ramping at the fastest possible tate“for both power on and power off conditions.

€ Receivers shall tolerate sinuseidal common mode noise components within the peak-to-peak
amplitude (V¢)) and the frequency range (Fop)-

.3.3 Eye masks

.3.1 Eye masks overview

e eye masks showntin this subclause shall be interpreted as graphical representations of the voltage g
e limits on the Signal at the compliance point. The time values between X1 and (1 - X1) cover all but 10
he jitter population. The random content of the total jitter population has a range of + 7 standard deviatio

nd
-12

ns.
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Figure 48 describes the receive eye mask. This eye mask applies to jitter after the application of a single pole
high-pass frequency-weighting function that progressively attenuates jitter at 20 dB/decade below a frequency

of

Ve
ch

5.3
Fi
an
the

)

((bit rate) / 1 667).

Absolute A
amplitude
(inV)

zZ2

Z1

0 X1 X2 1-X1 1
1-X2

Normalized time (in-Ul)
Figure 48 — Eye mask at IR,.CR} and XR

rifying compliance with the limits represented by thecreceive eye mask should be done with reve
hnnel traffic present in order that the effects of crosstalk,are taken into account.

.3.3 Jitter tolerance masks

ure 49 describes the receive tolerance eye masks at IR, CR, and XR and shall be constructed using the
H Z2 values given in table 25. X1p shall:be)half the value for total jitter in table 26 and X1tg,_ shall be |
value for total jitter in table 27, for jitterfrequencies above ((bit rate) / 1 667).

Absolute
ampIitudeA

@in V) (additional sinusoidal jitter) / 2

Z2

Zlop
ZltoL

oV Z>N_ Outline of eye mask

o before adding
sinusoidal jitter

-Z1toL

se

X2
alf

-Zlop
\ /\ Outlina of ava macle
-L2 NRRCARN
. after adding
. > sinusoidal jitter
0 Xlop: X2 H 1
P 1-X1op
Xlror  1-Xlyo

Normalized time (in Ul)

Figure 49 — Deriving a tolerance mask at IR, CR, or XR
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The leading and trailing edge slopes of figure 48 shall be preserved. As a result the amplitude value of Z1 is
less than that given in table 25 and Z11o, and Z1gp shall be defined from those slopes by the following
equation:
X25p = (0, 5 x additional sinusoidal jitter) - X15p

X20p = Xlop

ZlroL = Z1lgpx

where:

a) Zlrq is the value for Z1 to be used for the tolerance masks; and
b) Zlpp X1lgp and X2qp are the values in table 25 for Z1, X1, and X2.

The X1 points in the receive tolerance masks are greater than the X1 points in the receive masks, dueto the
adflition of sinusoidal jitter.

Figure 50 defines the sinusoidal jitter mask.
Peak-to-
peak : -
sinusoidal A4 Sinusoidal jitter frequency
jitter L. (log/log plot)
(in U 0
. Fnow = 1,5 x 10" for 1(5'Gbps
15 |- Frnow = 3,0 x 10° for‘3,0 Gbps
1,0
0,1
0 >

Fnowm /.25,000 Frnom / 1 667

Frequency (in kHz)
Figure 50 — Sinusoidal jitter mask

5.3.4 Signal characteristics at IT, CT, and XT

Thiis subclause defines the_inter-operability requirements of the signal at the transmitter end of a TxRx
cophnection as measured into-the zero-length test load specified in figure 52. All specifications are based|on
differential measurements.

The OOB sequence(shall be performed at signal voltage levels corresponding to the lowest supported trandgfer
rate. Expander phys supporting being attached to SATA devices shall use SATA 1.0 signal levels (dee
ATA/ATAPI-7 \(3).during the first OOB sequence after a power on or hard reset if the 1,5 Gbps transfer ratg is
supported. Asysoon as COMSAS has been exchanged, the expander phy shall increase its transmit leveld to
the SAS vaoltage levels specified in table 25. If a COMINIT is not received within a hot-plug timeout at SATA
1.0 sighal levels, the expander phy shall increase its transmit levels to the to SAS voltage levels and perfdrm
thg ©@OB sequence again. If no COMINIT is received within a hot-plug timeout of the second OOB sequerjce
the expander phy shall initiate another OOB sequence using SATA 1.0 signal levels. The expander phy shall
continue alternating between sending COMINIT at SATA 1.0 signal levels and SAS signal levels until a
COMINIT is received.

If the OOB sequence is completed at the SAS voltage level and a SATA device is detected rather than a SAS
target device, the expander phy shall switch to SATA 1.0 voltage levels and repeat the OOB sequence.

NOTE 4 - SAS initiator phys supporting being attached to SATA devices may use the same algorithm as
expander phys.
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SAS initiator phys and SAS target phys shall transmit OOB signals at the lowest supported transfer rate using
SAS signal levels.

Table 24 specifies the signal characteristics at IT, CT, and XT.

Table 24 — Signal characteristics at IT, CT, XT

Con;g::]atnce Signal characteristic Units 1,5 Gbps 3,0 Gbps

OKEW B PS ZU 10
Tx Off Voltage © mV(P-P) <50 <50
Maximum rise/fall time @ ps 273 137

IT. CT. XT Minimum rise/fall time ps 67 67
MaX|mum treansmltter output % 10 10
imbalance
OOB offset delta mv +25 +25
OOB common mode delta 9 mvV +50 +50

All tests in this table shall be performed with zero-length test load’shown in figure 52.

The skew measurement shall be made at the midpoint of the transition with a repeating 0101b
pattern on the physical link. The same stable trigger, coherent.fo the data stream, shall be used
for both the Tx+ and Tx- signals. Skew is defined as the_time difference between the means of
the midpoint crossing times of the Tx+ signal and the Tx-'signal.

The transmitter off voltage is the maximum A.C. voltage measured at compliance points IT, CT,
and XT when the transmitter is unpowered or transmitting D.C. idle (e.g., during idle time of an
OOB signal).

Rise/fall times are measured from 20 % to 80‘% of the transition with a repeating 0101b pattern
on the physical link.

The maximum difference between the Vixand V- A.C. RMS transmitter amplitudes measured on
a CJTPAT test pattern (see 5.3.8) into,the test load shown in figure 52, as a percentage of the
average of the V+ and V- A.C. RMS amplitudes.

The maximum difference in the average differential voltage (D.C. offset) component between
the burst times and the idle times of an OOB signal.

9 The maximum difference in the average of the common mode voltage between the burst times
and the idle times of art@OB signal.
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5.3.5 Signal characteristics at IR, CR, and XR

Table 25 defines the compliance point requirements of the signal at the receiver end of a TxRx connection as
measured into the test loads specified in figure 51 and figure 52.

Table 25 — Signal characteristics at IR, CR, and XR (Sheet 1 of 2)

Corgg:;atnce Signal characteristic Units SATA 1,5 Gbps 3,0 Gbps
Jitter{see-figure438) 2 NAA NAA See-table26——See-table2§
2x22 mV(P-P) N/A 1600 1 600
2x71 mV(P-P) N/A 325 275
X1 @ ul N/A 0,275 0,275
X2 ul N/A 0,50 0,50
IR € Skew ¢ ps N/A 80 75
Max voltage (non-op) mV(P-P) N/A 2 000 2 000
2”%”&123;“6205 ALIGN burst | v/ p-p) N/A 240 240
:\éllaexl?;]témcnmse during OOB mV(P-P) N/A 120 120
Max near-end crosstalk | mV(P-P) N/A 100 100
Jitter (see figure 48) b N/A N/A See table 26 | See table 26
2x22 mV(P-P) N/A 1600 1600
2x71 mV(P-P) N/A 275 275
X1 @ ul N/A 0,275 0,275
X2 Ui N/A 0,50 0,50
CR Skew ¢ ps N/A 80 75
Max voltage (non-op) mV(P-P) N/A 2000 2000
2”%”&123;“6205 ALIGN bUSE™ |- v p-p) N/A 240 240
:\éllaexl?;]témcnmse during OOB mV(P-P) N/A 120 120
Max near-end crosstalk ' mV(P-P) N/A 100 100
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Table 25 — Signal characteristics at IR, CR, and XR (Sheet 2 of 2)

Cor;g::}atnce Signal characteristic Units SATA 1,5 Gbps 3,0 Gbps
Jitter (see figure 48) P N/A See table 26 | See table 26 | See table 26
2x2Z2 mV(P-P) 600 1600 1600
2x271 mV(P-P) 225 325 275
X1 @ ul 0,275 0,275 0,275
X2 ul 0,50 0,50 0,50

XR Skew ¢ ps 50 80 75

Max voltage (nhon-op) mV(P-P) 2 000 2 000 2 000
mepum C():OB ALIGN burst mV(P-P) 240 240 240
amplitude
!\/IaX|_mumcn0|se during OOB mV(P-P) 120 120 120
idle time
Max near-end crosstalk mV(P-P) <50 100 100

1%

The value for X1 shall be half the value given for total jitter in table 26. The\test or analysis shall includ
the effects of a single pole high-pass frequency-weighting function that progressively attenuates jitter
at 20 dB/decade below a frequency of ((bit rate) / 1 667).

The value for X1 applies at a total jitter probability of 10712 At this‘level of probability direct visual
comparison between the mask and actual signals is not a valid,method for determining compliance
with the jitter output requirements.

With a measurement bandwidth of 1,5 times the baud rateqi.e. 4,5 GHz for 3,0 Gbps).

The skew measurement shall be made at the midpoint of'the transition with a repeating 0101b patterp
on the physical link. The same stable trigger, coherent\to the data stream, shall be used for both the
Rx+ and Rx- signals. Skew is defined as the timedifference between the means of the midpoint
crossing times of the Rx+ signal and the Rx- signal.

If being attached to SATA devices is supported-at the IR location, requirements of SATA shall be met gt
IR.

Near-end crosstalk is the unwanted signal amplitude at receiver terminals DR, CR, and XR coupled
from signals and noise sources other/than the desired signal. Refer to SFF-8410.
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5.3.6 Jitter
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Table 26 defines the maximum allowable jitter at IR, CR, and XR.

Table 26 — Maximum allowable jitter at IR, CR, XR

1,5 Gbps & P 3,0Ghps & P
Compliance point Deterministic | Totaljitter | Deterministic | Totaljitter ¢
jitter © ¢ def jitter © d e f
IR 0,35 0,55 0,35 0,55
CR 0,35 0,55 0,35 0,55
XR 0,35 0,55 0,35 0,55

Units are in Ul.

The values for jitter in this section are measured at the average amplitude\point.
Total jitter is the sum of deterministic jitter and random jitter. If the actual
deterministic jitter is less than the maximum specified, then the random jitter may
increase as long as the total jitter does not exceed the specified’maximum total
jitter.

J'I'otal jitter is specified at a probability of 10712,

The deterministic and total values in this table apply to jitter/after application of a
single pole high-pass frequency-weighting function that\progressively attenuates
jitter at 20 dB/decade below a frequency of ((bit rate) / 1 667).

If total jitter received at any point is less than the.-maximum allowed, then the jitter
distribution of the signals is allowed to be asymmetric. The total jitter plus the
magnitude of the asymmetry shall not exceed the allowed maximum total jitter.
The numerical difference between the average of the peaks with a BER < 1012
and the average of the individual events:is the measure of the asymmetry. Jitter
peak-to-peak measured < (maximum, total jitter - |Asymmetry|).
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Table 27 defines the amount of jitter the receiver shall tolerate at IR, CR, and XR.

Table 27 — Receiver jitter tolerance

1,5 Gbps 2 3,0 Gbps 2
Compliance
point Sinusoidal | Deterministic Total Sinusoidal | Deterministic Total
jitter P © jitter & N jitter N jitter P d jitter & 9. 0 jitter N
IR 0,10 0,35 0,65 0,10 0,35 0,65
CR 0,10 0,35 0,65 0,10 0,35 0,65
XR 0,10 0,35 0,65 0,10 0,35 0,65

Units are in UL.

The jitter values given are normative for a combination of deterministic jitter, randemijitter, and
sinusoidal jitter that receivers shall be able to tolerate without exceeding a BER 0f 10712, Receivers
shall tolerate sinusoidal jitter of progressively greater amplitude at lower frequencies, according to
the mask in figure 50 with the same deterministic jitter and random jitter levels as were used in the
high frequency sweep.

Sinusoidal swept frequency: 900 kHz to > 5 MHz.

Sinusoidal swept frequency: 1 800 kHz to > 5 MHz.

No value is given for random jitter. For compliance with this standard, the actual random jitter
amplitude shall be the value that brings total jitter to the stated value at a probability of 1012, The
additional 0,1 Ul of sinusoidal jitter is added to ensure the-receiver has sufficient operating margin in

the presence of external interference.
' Deterministic jitter: 900 kHz to 750 MHz.
9 Deterministic jitter: 1 800 kHz to 1 500 MHz.

frequency of ((bit rate) / 1 667).

The deterministic and total values in this table apply to jitter after application of a single pole
high-pass frequency-weighting function that progressively attenuates jitter at 20 dB/decade below a

5.3

Th
An
sc
5.3

Ta

.8 Compliant jitter test pattern (CJTRAT)

ambling and running disparity.

.9 Impedance specifications

ble 28 defines impedance requirements.

e CJTPAT within a compliant protecelframe shall be used for all jitter testing unless otherwise specifi
nex A defines the required pattern on the physical link and information regarding special considerations

Table 28 — Impedance requirements (Sheet 1 of 2)

bd.
for

Requirement Units 1,5 Gbps 3,0 Gbps
Time domain reflectometer rise time 20 % to 80 % & P ps 100 50
Media.(PCB or cable)
Differential impedance o ¢ ohm TOU ¥ 10 TOU ¥ IO
Differential impedance imbalance P+ ¢ d. 9 ohm 5 5
Common mode impedance b.c d ohm 325175 325175
Mated connectors
Differential impedance b, ¢, d ohm 100 + 15 100 + 15
Differential impedance imbalance ? ¢ & 9 ohm 5 5
Common mode impedance b, c d ohm 325175 325+75
Receiver termination
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Table 28 — Impedance requirements (Sheet 2 of 2)

Requirement Units 1,5 Gbps 3,0 Gbps
Differential impedance P & T ohm 100 + 15 100 + 15
Differential impedance imbalance & 9 ohm 5 5
Receiver termination time constant 2 & f ps 150 max 100 max

Common mode impedance

b e ohm 20 min/40 max 20 min/40 max

Transmitter source termination

Qifferential impedance b ohm 60 min/115 max | 60 min/115ma
Qifferential impedance imbalance b. g ohm 5 5
Jommon mode impedance b ohm 15 min/40 max 15 min/40 max

All times indicated for time domain reflectometer measurements are recorded times. Recorded times
are twice the transit time of the time domain reflectometer signal.

All measurements are made through mated connector pairs.

The media impedance measurement identifies the impedance mismatches present‘in the media when
terminated in its characteristic impedance. This measurement excludes mated connectors at both end

of the media, when present, but includes any intermediate connectors or splices. The mated connectof

measurement applies only to the mated connector pair at each end, aszapplicable.
Where the media has an electrical length of > 4 ns the procedure detailed’in SFF-8410, or an equivale

procedure, shall be used to determine the impedance.
The receiver termination impedance specification applies to all re€eivers in a TxRx connection and
covers all time points between the connector nearest the receivér, the receiver, and the transmission lir]
terminator. This measurement shall be made from that conneetor.
At the time point corresponding to the connection of the feceiver to the transmission line the input
capacitance of the receiver and its connection to the transmission line may cause the measured
impedance to fall below the minimum impedances specified in this table. The area of the impedance d
(amplitude as p, the reflection coefficient, and duration in time) caused by this capacitance is the receiv
termination time constant. The receiver time constant shall not be greater than the values shown in th
table. An approximate value for the receiventermination time constant is given by the product of the
amplitude of the dip (as p) and its width_(in ps) measured at the half amplitude point. The amplitude is
defined as being the difference in the.reflection coefficient between the reflection coefficient at the
nominal impedance and the reflection coefficient at the minimum impedance point. The value of the
receiver excess input capacitance.is given by the following equation:

C = receiver termination time constant

(ROI'RRY

where (RO || RR) is the parallel combination of the transmission line characteristic impedance and
termination resistance’at the receiver.

The difference in measured impedance to ground on the plus and minus terminals on the interconnec
transmitter orreceiver, with a differential test signal applied to those terminals.

e

o

5.3

TX
TX

.10 Electrical TxRx connections

Rx cannections may be divided into TxRx connection segments. In a single TxRx connection individ
Rx/connection segments may be formed from differing media and materials, including traces on prin

Lal
ed

willing/boards and optical fibers. This subclause applies only to TxRx connection segments that are fornj

ed

from electrically conductive media.

Each electrical TxRx connection segment shall comply with the impedance requirements of table 28 for the
media from which they are formed. An equalizer network, if present, shall be part of the TxRx connection.

TxRx connections that are composed entirely of electrically conducting media shall be applied only to
homogenous ground applications (e.g., between devices within an enclosure or rack, or between enclosures
interconnected by a common ground return or ground plane).
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5.3.11 Transmitter characteristics

For all inter-enclosure TxRx connections, the transmitter shall be A.C. coupled to the interconnect through a
transmission network.

For intra-enclosure TxRx connections the expander transmitter shall be A.C. coupled to the interconnect.
Other transmitters may be A.C. or D.C. coupled.

A combination of a zero-length test load and the transmitter compliance transfer function (TCTF) test load
methodology is used for the specification of the inter-enclosure and intra-enclosure transmitter characteristics.

Th

ter

shall use the same settings (e.g., pre-emphasis, voltage swing) with both the zero-length test load and

Td

copditions.

Thie TCTF is the mathematical statement of the transfer function through which the transmitter shall
capable of producing acceptable signals as defined by a receive mask. The transmission magnitude respor

of

for

for

wh

Th

forl

for

wh

Th
or
grg
fig
Cd

Cg

S mnfhnnlnlngy cpnnifine the transmitter eign:\l at-the test pninfe onthe rnqllirnd test loads. The transmi

TF test load. The signal specifications at IR, CR, and XR shall be met under each of these foad

he TCTF in dB is given by the following equation for 1,5 Gbps:
|Sp1| = =20 x log (@) x (6,5 x 107" x 1> %) + (2,0 x 1070 x f) + (3,3 x 1072 x £))dB
50 MHz < f< 1,5 GHz, and:
|Spy| = 5,437 dB
1,5 GHz < f< 5,0 GHz,
ere:
f is the signal frequency in hertz.
e transmission magnitude response of the TCTF in dB is given by the following equation for 3,0 Gbps:
[Sy1| = =20 x logyg(€) x (6,5 x 107° x %) + (2,020 ° x ) + (3,3 x 10 x °)) dB
50 MHz < f < 3,0 GHz, and:
ISz = -10,884 dB
3,0 GHz < f< 5,0 GHz,
ere:
f is the signal frequency in hertz:

e TCTF is used to specify therequirements on transmitters that may or may not incorporate pre-empha
pther forms of compensations A compliance interconnect is any physical interconnect with loss equal tg
pater than that of the FETF at the above frequencies that also meets the ISI loss requirements showr]
ire 53 and figure 54¢

mpliance with the TCTF test load requirement shall be determined either:

a) by measuring the signal produced by the transmitter through a physical compliance interconnect
attached to the transmitter; or
b) by-mathematically processing through the TCTF the signal captured using a zero-length test load.

mpliance with the zero-length test load requirement shall be determined by measurement made acros

lod

he
ng

be
se

Sis
or
in

d equivalent to the zera-length load shown in figure 52

For both test load cases, the transmitter shall deliver the output voltages and timing listed in table 25 at the
designated compliance points. The default mask shall be CR for inter-cabinet TxRx connections and IR for
intra-cabinet TxRx connections. The eye masks are shown in 5.3.3.
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Figure 51 shows the compliance interconnect test load.

10 nF 50 ohm

Probe

TCTF points

10 - I O
U T

Intra-enclosure uses the SAS internal connector.
Inter-enclosure uses the SAS external connector.

Figure 51 — Compliance interconnect test load

Fi

o

ure 52 shows the zero-length test load.

: 10nF_ 50 ohm

TXx- —<&—

Intra-enclosure uses the SAS internal connector.
Inter-énclosure uses the SAS external connector.

Figure 52 — Zero-length test load
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Figure 53 shows an ISI loss example at 3,0 Gbps.
S,, (dB)

A Compliance interconnect magnitude response and
ISI loss example for 3,0 Gbps

-10,9 dB
Sample compliance interconnect

P (Frequency (GHz)

Figure 53 — ISl loss example at 3,0 Ghps

Fi

o

ure 54 shows an ISl loss example at 1,5 Gbps.

S,, (dB)

Compliance intercennect magnitude response and ISl
0 less‘example for 1,5 Gbps

54dB H———~= o
| | Sample compliance interconnect

P Frequency (GHz)

Figure 54 — ISl loss example at 1,5 Gbps

5.3.12 Receiver characteristics

The‘receiver shall be A.C. coupled to the interconnect through a receive network. The receive network shall
terminate the TxRx connection by a 100 ohm equivalent impedance as specitied In table 28.

The receiver shall operate within a BER of 1012 when a SAS signal with valid voltage and timing
characteristics is delivered to the compliance point from a 100 ohm source. The received SAS signal shall be
considered valid if it meets the voltage and timing limits specified in table 25.

Additionally the receiver shall also operate within the BER objective when the signal at a receiving phy has the
additional sinusoidal jitter present that is specified in table 27 and the common mode signal V), over
frequency range Fq), as specified in table 23. The jitter tolerance figure is given in figure 49 for all Rx
compliance points in a TxRx connection. The figure given assumes that any external interference occurs prior
to the point at which the test is applied. When testing the jitter tolerance capability of a receiver, the additional
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0,1 Ul of sinusoidal jitter may be reduced by an amount proportional to the actual externally induced
interference between the application point of the test and the input to the receiving phy. The additional jitter
reduces the eye opening in both voltage and time.

5.3.13 Spread spectrum clocking

Phys shall not transmit with spread spectrum clocking. Expander phys that support being attached to SATA
devices shall support receiving with spread spectrum clocking (see ATA/ATAPI-7 V3). The expander device
shall retime data from a SATA device with an internal clock before forwarding to the rest of the SAS domain.

5.3

Ph
str
sh

of
A

Th
tral

Ta

Th

NOTE 5 - If SAS initiator devices support being attached to SATA devices, they should follow the same rules
as expander phys.

.14 Non-tracking clock architecture

ys shall be designed with a non-tracking clock architecture; the receive clock derived from,the received
bl tolerate clock tracking by the SATA device.

NOTE 6 - If SAS initiator devices support being attached to SATA devices, they shaould follow the same rules
as expander phys.

4t READY LED signal electrical characteristics

$AS target device uses the READY LED signal to activate an externally visible LED that indicates the st

eadiness and activity of the SAS target device.
SAS target devices using the SAS plug connector (see 5.2.312) shall support the READY LED signal.

e READY LED signal is designed to pull down the cathode’of an LED using an open collector or open dr
hsmitter circuit. The LED and the current limiting circuitfy shall be external to the SAS target device.

ble 29 describes the output characteristics of the READY LED signal.

Table 29 — Output characteristics of the READY LED signal

State Test condition Requirement
Negated (LED off) OV<Vou<36V -100 pA < lgy <100 pA
Asserted (LED om) loL =15 mA 0<Vg <0,225V

e READY LED signal behavior is defined in 10.4.1.

bit

bam shall not be used as the transmit clock. Expander phys that support being attached-to SATA deviges

nte

Aain
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6 Phy layer

6.1 Phy layer overview

The phy layer defines 8b10b coding and OOB signals. Phy layer state machines interface between the link
layer and the physical layer to perform the phy reset sequence and keep track of dword synchronization.

6.2 Encoding (8b10b)

6.4.1 Encoding overview

Allldata bytes transferred in SAS are encoded into 10-bit data characters using 8b10b coding. Additiopal
characters not related to data bytes are called control characters.

Alllcharacters transferred in SAS are grouped into four-character sequences called dwords. A primitive i a
dword whose first character is a control character and remaining three characters are data characters.

Primitives are defined with both negative and positive starting running disparity (see 6.3:3.1). SAS defines

primitives starting with the K28.5 and K28.6 control characters. Table 30 shows special’character usage.
Table 30 — Special character usage
First Usage in SAS Usage in SATA
character
K28.3 Primitives used only inside STP connections All primitives except ALIGN
K28.5 ALIGN and most primitives defined in this<&tandard ALIGN
K28.6 SATA_ERROR (used on SATA physical links) Not used
Dxx.y Data Data

Primitives are defined in 7.2.
A dlata dword is a dword starting with a data_character.

Running disparity shall be maintained seéparately on each physical link. Expander devices shall conviert
indoming 10-bit characters to 8-bit bytes.and generate the 10-bit character with correct disparity for the output
physical link. Physical links may or may not begin operation with the same disparity after the reset sequenge.

6.4.2 8b10b coding introduction

Information to be transmitted across a physical link shall be encoded eight bits at a time into a 104bit
transmission charactef-and then transmitted serially bit-by-bit across the physical link. Information receijed
for
de
ial

bit
of

pattern (a comma) which assists a receiver in achieving word alignment on the incoming bit stream.

6.2.3 8b10b coding notation conventions

This subclause uses letter notation for describing information bits and control variables. Such notation differs
from the bit notation specified by the remainder of this standard. The following text describes the translation
process between these notations and provides a translation example. It also describes the conventions used
to name valid transmission characters. This text is provided for the purposes of terminology clarification only.
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An unencoded information byte is composed of eight information bits A, B, C, D, E, F, G, H and the control
variable Z. This information is encoded into the bits a, b, c, d, e, i, f, g, h, j of a 10-bit transmission character.

An information bit contains either a binary zero or a binary one. A control variable has either the value D or the
value K. When the control variable associated with an unencoded information byte contains the value D, that
byte is referred to as a valid data byte. When the control variable associated with an unencoded information
byte contains the value K, that byte is referred to as a special code.

The information bit labeled A corresponds to bit 0 in the numbering scheme of this standard, B corresponds to
bit 1, and so on, as shown in table 31.

Table 31 — Bit designations

Bit notation: 7 6 5 4 3 2 1 0 Control variable

Unencoded bit notation: H G F E D C B A Z

Each valid transmission character has been given a name using the following convention:
ZXX.y
where:

a) Zisthe control variable of the unencoded information byte. The value of Z is used to indicate whether
the transmission character is a data character (Z = D) or a special‘'character (Z = K);
b) xxis the decimal value of the binary number composed of the bits E, D, C, B, and A of the unencodgd
information byte in that order; and
c) Yy is the decimal value of the binary number composed ©f the bits H, G, and F of the unencoded infor-
mation byte in that order.

Table 32 shows the conversion from byte notation to the transmission character naming convention descriljed
abpve.

Table 32 —-Conversion example

Byte notation BCh

7654 3210 Control
1011 1100 K
HGF EDCBA Z
101 11100 K

Bit notation

Unencogded bit notation

Uneéncoded bit notation [|[£Z EDCBA HGF
reordered to conform with
Zxx.y naming convention ||[K 11100 101

Transmission character
name

K 28 . 5

MostKxxycombirmations-donot resuttimrvalicHransmisstoncharacters-withimthe-8bhtob—coding-scheme—OSnly
those combinations that result in special characters as specified by table 34 are considered valid.

6.3 Character encoding and decoding

6.3.1 Introduction

This subclause describes how to select valid transmission characters (encoding) and check the validity of
received transmission characters (decoding). It also specifies the ordering rules to be followed when
transmitting the bits within a character and the characters within the higher-level constructs specified by the
document (i.e., primitives and frames).
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6.3.2 Transmission order

Within the definition of the 8b10b transmission code, the bit positions of the transmission characters are
labeled a, b, c, d, e, i, f, g, h, and j. Bit a shall be transmitted first, followed by bits b, ¢, d, e, i, f, g, h, and j, in
that order. Bit i shall be transmitted between bit e and bit f, rather than in the order that would be indicated by
the letters of the alphabet.

Characters within primitives shall be transmitted sequentially beginning with the special character used to
distinguish the primitive (e.g., K28.3 or K28.5) and proceeding character by character from left to right within
the definition of the primitive until all characters of the primitive are transmitted.

Th
of

pri

=

6.3

6.3

Ta
ch
ch
en
the
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ap

e contents of a frame shall be transmitted sequentially beginning with the primitive used to denote the's
frame and proceeding character-by-character from left to right within the definition of the framecuntil
Mitive used to denote the end of frame is transmitted.

.3 Valid and invalid transmission characters

.3.1 Definitions

ble 33 and table 34 define the valid data characters (Dxx.y characters) and valid special characters (Kx|
hracters), respectively, and shall be used for both generating valid transmissjon-eharacters (encoding) g
pcking the validity of received transmission characters (decoding). Each Valid-Data-Byte or special cd
ry has two columns that represent two (not necessarily different) transmission characters, corresponding
e current value of the running disparity (current RD - or current RD.+). Running disparity is a bin
rameter with either the value negative (-) or the value positive (+). The running disparity at the beginning
rimitive is the beginning running disparity (beginning RD).

After powering on, the transmitter may initialize the current RD\to positive or negative. Upon transmissior

an
co

y transmission character, the transmitter shall calculate a-new value for its running disparity based on
ntents of the transmitted character.

After powering on or exiting diagnostic mode (the definition of diagnostic mode is beyond the scope of t

st3
up
ch
dig
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req

RU
SiX
su
dig
su
tral

RU

ndard), the receiver should assume either the-positive or negative value for its initial running dispar
on reception of any transmission character,“the receiver shall determine whether the transmiss
bracter is valid or invalid according to theAfollowing rules and shall calculate a new value for its runn
parity based on the contents of the recejved character.

TZE following rules for running disparity shall be used to calculate the new running disparity value

smission characters that have been transmitted (i.e. transmitter’s running disparity) and that have bg
eived (i.e. receiver’s running.disparity).

nning disparity for a transmission character shall be calculated on the basis of sub-blocks, where the f
bits (‘fabcdei’ b) formene sub-block (six-bit sub-block) and the second four bits (‘fghj’ b) form the ot
b-block (four-bit sub=btock). Running disparity at the beginning of the six-bit sub-block is the runn
parity at the end’efthe last transmission character. Running disparity at the beginning of the four;
hnsmission character is the running disparity at the end of the four-bit sub-block.

nning disparity for the sub-blocks shall be calculated as follows:

a)< Running disparity at the end of any sub-block is positive if the sub-block contains more ones than

art
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bit

p-block is the rfunning disparity at the end of the six-bit sub-block. Running disparity at the end of the

zeros. It is also positive at the end of the six-bit sub-block if the six-bit sub-block is 000111b, and it

is

positive at the end of the Tour-pIt SUD-DIOCK IT The Tour-DIT SUD-DIOCK IS UULLD.

b) Running disparity at the end of any sub-block is negative if the sub-block contains more zeros than

ones. It is also negative at the end of the six-bit sub-block if the six-bit sub-block is 111000b, and it
negative at the end of the four-bit sub-block if the four-bit sub-block is 1100b.

c) Otherwise, running disparity at the end of the sub-block is the same as at the beginning of the
sub-block.

is

All sub-blocks with equal numbers of zeros and ones are disparity neutral. In order to limit the run length of
zeros or ones between sub-blocks, the 8b10b transmission code rules specify that sub-blocks encoded as
000111b or 0011b are generated only when the running disparity at the beginning of the sub-block is positive;
thus, running disparity at the end of these sub-blocks shall also be positive. Likewise, sub-blocks containing
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111000b or 1100b are generated only when the running disparity at the beginning of the sub-block is negative;

125

thus, running disparity at the end of these sub-blocks shall also be negative.

Table 33 defines the valid data characters (Dxx.y characters).

Table 33 — Valid data characters (Sheet 1 of 3)

Data Bits Current RD - | Current RD +|| Data Bits Current RD - | Current RD +
byte |HGF EDCBA| abcdei fghj | abcdeifghj || byte |HGF EDCBA| abcdei fghj | abcdei fghj
name (binary) (binary) (binary) name (binary) (binary) (binary)
00.0 000 00000 100111 0100 011000 1011 D00.1 001 00000 100111 1001 011000 1001
D01.0 000 00001 011101 0100 100010 1011 DO1.1 001 00001 011101 1001 100010 1001
D02.0 000 00010 101101 0100 010010 1011 D02.1 001 00010 101101 1001 01004.06.1001
D03.0 000 00011 110001 1011 110001 0100 D03.1 001 00011 110001 1001 116001 1001
D04.0 000 00100 110101 0100 001010 1011 D04.1 001 00100 110101 1001 001010 1001
D05.0 000 00101 101001 1011 101001 0100 DO05.1 001 00101 101001 1001 101001 1001
D06.0 000 00110 011001 1011 011001 0100 D06.1 001 00110 011001 1001 011001 1001
D07.0 000 00111 111000 1011 000111 0100 D07.1 001 00111 111000 2001 000111 1001
D08.0 000 01000 111001 0100 000110 1011 DO08.1 001 01000 111004, 1001 000110 1001
D09.0 000 01001 100101 1011 100101 0100 D09.1 001 01001 100101 1001 100101 1001
D10.0 000 01010 010101 1011 010101 0100 D10.1 001 01010 010701 1001 010101 1001
D11.0 000 01011 110100 1011 110100 0100 D11.1 001 01011 110100 1001 110100 1001
D12.0 000 01100 001101 1011 001101 0100 D12.1 001 01100 001101 1001 001101 1001
D13.0 000 01101 101100 1011 101100 0100 D13.1 001 0110% 101100 1001 101100 1001
D14.0 000 01110 011100 1011 011100 0100 D14.1 001 Q2140 011100 1001 011100 1001
D15.0 000 01111 010111 0100 101000 1011 D15.1 00%x 01111 010111 1001 101000 1001
D16.0 000 10000 011011 0100 100100 1011 D16.1 001 10000 011011 1001 100100 1001
D17.0 000 10001 100011 1011 100011 0100 D17.1 001 10001 100011 1001 100011 1001
D18.0 000 10010 010011 1011 010011 0100 D18.1. 001 10010 010011 1001 010011 1001
D19.0 000 10011 110010 1011 110010 0100 D19:1 001 10011 110010 1001 110010 1001
D20.0 000 10100 001011 1011 001011 0100 D20.1 001 10100 001011 1001 001011 1004
D21.0 000 10101 101010 1011 101010 0100 D21.1 001 10101 101010 1001 101010 1001
D22.0 000 10110 011010 1011 011010 0100 D22.1 001 10110 011010 1001 011010 1001
D23.0 000 10111 111010 0100 000101 1011 D23.1 00110111 111010 1001 000101 1001
D24.0 000 11000 110011 0100 001100 1011 D24.1 001 11000 110011 1001 001100 1001
D25.0 000 11001 100110 1011 100110 0100 D25.1 001 11001 100110 1001 100110 1001
D26.0 000 11010 010110 1011 010110 0100 D26.1 001 11010 010110 1001 010110 1004
D27.0 000 11011 110110 0100 001001 1011 D27.1 001 11011 110110 1001 001001 1001
D28.0 000 11100 001110 1011 001110 0100 D28.1 001 11100 001110 1001 001110 1001
D29.0 000 11101 101110:0100 010001 1011 D29.1 001 11101 101110 1001 010001 1001
D30.0 000 11110 011110,0100 100001 1011 D30.1 001 11110 011110 1001 100001 1001
D31.0 000 11111 101011 0100 010100 1011 D31.1 001 11111 101011 1001 010100 1001
D00.2 010 00000 100111 0101 011000 0101 D00.3 011 00000 100111 0011 011000 1100
D01.2 010 00001 011101 0101 100010 0101 D01.3 011 00001 011101 0011 100010 1100
D02.2 010 00010 101101 0101 010010 0101 D02.3 011 00010 101101 0011 010010 1100
D03.2 010 00011 110001 0101 110001 0101 D03.3 011 00011 110001 1100 110001 0011
D04.2 01000100 110101 0101 001010 0101 D04.3 011 00100 110101 0011 001010 1100
D05.2 010'00101 101001 0101 101001 0101 DO05.3 011 00101 101001 1100 101001 0011
D06.2 010 00110 011001 0101 011001 0101 D06.3 011 00110 011001 1100 011001 0011
D072 010 00111 111000 0101 000111 0101 DO07.3 011 00111 111000 1100 000111 0011
D08.2 010 01000 111001 0101 000110 0101 D08.3 011 01000 111001 0011 000110 1100
Deg2 84+0-64+064+ 1064046464 1664040464+ Be9-3 64464064+ 10640434466 1064040644
D10.2 010 01010 010101 0101 010101 0101 D10.3 011 01010 010101 1100 010101 0011
D11.2 010 01011 110100 0101 110100 0101 D11.3 011 01011 110100 1100 110100 0011
D12.2 010 01100 001101 0101 001101 0101 D12.3 011 01100 001101 1100 001101 0011
D13.2 010 01101 101100 0101 101100 0101 D13.3 011 01101 101100 1100 101100 0011
D14.2 010 01110 011100 0101 011100 0101 D14.3 011 01110 011100 1100 011100 0011
D15.2 010 01111 010111 0101 101000 0101 D15.3 011 01111 010111 0011 101000 1100
D16.2 010 10000 011011 0101 100100 0101 D16.3 011 10000 011011 0011 100100 1100
D17.2 010 10001 100011 0101 100011 0101 D17.3 011 10001 100011 1100 100011 0011
D18.2 010 10010 010011 0101 010011 0101 D18.3 011 10010 010011 1100 010011 0011
D19.2 010 10011 110010 0101 110010 0101 D19.3 011 10011 110010 1100 110010 0011
D20.2 01010100 001011 0101 001011 0101 D20.3 011 10100 001011 1100 001011 0011
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Table 33 — Valid data characters (Sheet 2 of 3)

Data Bits Current RD - | Current RD +|| Data Bits Current RD - | Current RD +
byte |HGFEDCBA/| abcdei fghj | abcdei fghj || byte |HGF EDCBA| abcdei fghj | abcdei fghj
name (binary) (binary) (binary) name (binary) (binary) (binary)
D21.2 010 10101 101010 0101 101010 0101 D21.3 011 10101 101010 1100 101010 0011
D22.2 010 10110 011010 0101 011010 0101 D22.3 011 10110 011010 1100 011010 0011
D23.2 010 10111 111010 0101 000101 0101 D23.3 011 10111 111010 0011 000101 1100
D24.2 010 11000 110011 0101 001100 0101 D24.3 011 11000 110011 0011 001100 1100
D252 01011001 100110 0101 100110 0101 D253 011 11001 100110 1100 100110 0011
D26.2 010 11010 010110 0101 010110 0101 D26.3 011 11010 010110 1100 010110 0041
D27.2 010 11011 110110 0101 001001 0101 D27.3 011 11011 110110 0011 00100244100
D28.2 010 11100 001110 0101 001110 0101 D28.3 011 11100 001110 1100 0011700011
D29.2 010 11101 101110 0101 010001 0101 D29.3 011 11101 101110 0011 010001 1100
D30.2 010 11110 011110 0101 100001 0101 D30.3 011 11110 011110 0011 100001 1100
D31.2 010 11111 101011 0101 010100 0101 D31.3 011 11111 101011 0011, 010100 1100
D00.4 100 00000 100111 0010 011000 1101 DO00.5 101 00000 100111 1010 011000 1010
D01.4 100 00001 011101 0010 100010 1101 D01.5 101 00001 0111014010 100010 1010
D02.4 100 00010 101101 0010 010010 1101 D02.5 101 00010 1011011010 010010 1010
D03.4 100 00011 110001 1101 110001 0010 D03.5 101 00011 110001 1010 110001 1010
D04.4 100 00100 110101 0010 001010 1101 D04.5 101 00100 110101 1010 001010 1010
D05.4 100 00101 101001 1101 101001 0010 DO05.5 101 00101 101001 1010 101001 1010
D06.4 100 00110 011001 1101 011001 0010 D06.5 101 00110 011001 1010 011001 1010
D07.4 100 00111 111000 1101 000111 0010 D07.5 101 00111 111000 1010 000111 1010
D08.4 100 01000 111001 0010 000110 1101 D08.5 101 01000 111001 1010 000110 1010
D09.4 100 01001 100101 1101 100101 0010 D09.5 101 01001 100101 1010 100101 1010
D10.4 100 01010 010101 1101 010101 0010 D10.5 101 01010 010101 1010 010101 1010
D11.4 100 01011 110100 1101 110100 0010 D11.5 101 01011 110100 1010 110100 1010
D12.4 100 01100 001101 1101 001101 0010 D12.5 101 01100 001101 1010 001101 1010
D13.4 100 01101 101100 1101 101100 0010 D135 101 01101 101100 1010 101100 1010
D14.4 100 01110 011100 1101 011100 0010 D14.5 101 01110 011100 1010 011100 1010
D15.4 100 01111 010111 0010 101000 1101 D15.5 101 01111 010111 1010 101000 1010
D16.4 100 10000 011011 0010 100100 1101 D16.5 101 10000 011011 1010 100100 1010
D17.4 100 10001 100011 1101 100011~0010 D17.5 101 10001 100011 1010 100011 1010
D18.4 100 10010 010011 1101 010011 0010 D18.5 101 10010 010011 1010 010011 1010
D19.4 100 10011 110010 1101 110010 0010 D19.5 101 10011 110010 1010 110010 1010}
D20.4 100 10100 001011 1101 001011 0010 D20.5 101 10100 001011 1010 001011 1010
D21.4 100 10101 101010 11071 101010 0010 D21.5 101 10101 101010 1010 101010 1010
D22.4 100 10110 011010 2102 011010 0010 D22.5 101 10110 011010 1010 011010 1010}
D23.4 100 10111 1110100010 000101 1101 D23.5 101 10111 111010 1010 000101 1010
D24.4 100 11000 1100110010 001100 1101 D24.5 101 11000 110011 1010 001100 1010
D25.4 100 11001 100410 1101 100110 0010 D25.5 101 11001 100110 1010 100110 1010
D26.4 100 11010 010110 1101 010110 0010 D26.5 101 11010 010110 1010 010110 1010
D27.4 100 11011 110110 0010 001001 1101 D27.5 101 11011 110110 1010 001001 1010
D28.4 100 11160 001110 1101 001110 0010 D28.5 101 11100 001110 1010 001110 1010
D29.4 100 22101 101110 0010 010001 1101 D29.5 101 11101 101110 1010 010001 1010
D30.4 100>41110 011110 0010 100001 1101 D30.5 101 11110 011110 1010 100001 1010
D31.4 100 11111 101011 0010 | 010100 1101 || D31.5 101 11111 101011 1010 | 010100 1010
D00.6 110 00000 100111 0110 011000 0110 DO00.7 111 00000 100111 0001 011000 1110
D016 110 00001 011101 0110 100010 0110 DO01.7 111 00001 011101 0001 100010 1110
D026 110 00010 101101 0110 010010 0110 D02.7 111 00010 101101 0001 010010 1110
DUS.0 110 0UU1L 110001 0110 110001 0110 DUs./ 111 O0UULL 110001 1110 110001 0001
D04.6 110 00100 110101 0110 001010 0110 D04.7 111 00100 110101 0001 001010 1110
DO05.6 110 00101 101001 0110 101001 0110 DO05.7 111 00101 101001 1110 101001 0001
D06.6 110 00110 011001 0110 011001 0110 D06.7 111 00110 011001 1110 011001 0001
DO07.6 110 00111 111000 0110 000111 0110 DO07.7 111 00111 111000 1110 000111 0001
D08.6 110 01000 111001 0110 000110 0110 DO08.7 111 01000 111001 0001 000110 1110
DO09.6 110 01001 100101 0110 100101 0110 D09.7 111 01001 100101 1110 100101 0001
D10.6 110 01010 010101 0110 010101 0110 D10.7 111 01010 010101 1110 010101 0001
D11.6 110 01011 110100 0110 110100 0110 D11.7 111 01011 110100 1110 110100 1000
D12.6 110 01100 001101 0110 001101 0110 D12.7 111 01100 001101 1110 001101 0001
D13.6 110 01101 101100 0110 101100 0110 D13.7 111 01101 101100 1110 101100 1000
D14.6 110 01110 011100 0110 011100 0110 D14.7 111 01110 011100 1110 011100 1000
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Table 33 — Valid data characters (Sheet 3 of 3)

Data Bits Current RD - | Current RD +|| Data Bits Current RD - | Current RD +
byte |HGFEDCBA/| abcdei fghj | abcdei fghj || byte |HGF EDCBA| abcdei fghj | abcdei fghj
name (binary) (binary) (binary) name (binary) (binary) (binary)
D15.6 110 01111 010111 0110 101000 0110 D15.7 111 01111 010111 0001 101000 1110
D16.6 110 10000 011011 0110 100100 0110 D16.7 111 10000 011011 0001 100100 1110
D17.6 110 10001 100011 0110 100011 0110 D17.7 111 10001 100011 0111 100011 0001
D18.6 110 10010 010011 0110 010011 0110 D18.7 111 10010 010011 0111 010011 0001
D196 110 10011 110010 0110 110010 0110 D19 7 11110011 110010 1110 110010 0001
D20.6 110 10100 001011 0110 001011 0110 D20.7 111 10100 001011 0111 001011 0001
D21.6 110 10101 101010 0110 101010 0110 D21.7 111 10101 101010 1110 1010168001
D22.6 110 10110 011010 0110 011010 0110 D22.7 111 10110 011010 1110 0110700001
D23.6 110 10111 111010 0110 000101 0110 D23.7 111 10111 111010 0001 0004101 1110
D24.6 110 11000 110011 0110 001100 0110 D24.7 111 11000 110011 0001 001100 1110
D25.6 110 11001 100110 0110 100110 0110 D25.7 111 11001 100110 1110 100110 0001
D26.6 110 11010 010110 0110 010110 0110 D26.7 111 11010 010110 1110 010110 0001
D27.6 110 11011 110110 0110 001001 0110 D27.7 111 11011 110110 ©001 001001 1110
D28.6 110 11100 001110 0110 001110 0110 D28.7 111 11100 001110.1110 001110 0001
D29.6 110 11101 101110 0110 010001 0110 D29.7 111 11101 101110 0001 010001 1110
D30.6 110 11110 011110 0110 100001 0110 D30.7 111 11110 011110 0001 100001 1110
D31.6 110 11111 101011 0110 010100 0110 D31.7 111 11111 101011 0001 010100 1110

Taple 34 defines the valid special characters (Kxx.y characters). Comma patterns, two bits of one pola

followed by five bits of the opposite polarity, are underlined.

Table 34 — Valid special characters

Special code HGFBIEitS’CBA CurrenF RD.- Current. RD.+
name (binary) abcdei fghj abcdei fghj
K28.0 000 11100 001111 0100 110000 1011
K28.1 001 11160 001111 1001 110000 0110
K28.2 01011100 001111 0101 110000 1010
K28.3 011 11100 001111 0011 110000 1100
K28.4 100 11100 001111 0010 110000 1101
K28.5 101 11100 001111 1010 110000 0101
K28.6 110 11100 001111 0110 110000 1001
K28.7 111 11100 001111 1000 110000 0111
K23.7 111 10111 111010 1000 000101 0111
K27.7 111 11011 110110 1000 001001 0111
K29.7 111 11101 101110 1000 010001 0111
K30.7 111 11110 011110 1000 100001 0111

Only K28.3, K28.5 and K28.6 are used in this standard (see 7.2).

NOTE 7 - K28.1, K28.5, and K28.7 are the only valid characters which contain comma patterns. The K28.7
special character is not used because it introduces a false comma pattern when followed by any of the
following special or data characters: K28.x, D3.x, D11.x, D12.x, D19.x, D20.x, or D28.x, where x is a value in

the range 0 to 7, inclusive.

ty
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6.3.3.2 Generating transmission characters

The appropriate entry in table 33 or table 34 shall be found for the data byte or special code for which a
transmission character is to be generated (encoded). The current value of the transmitter’s running disparity
shall be used to select the transmission character from its corresponding column. For each transmission
character transmitted, a new value of the running disparity shall be calculated. This new value shall be used
as the transmitter’s current running disparity for the next valid data byte or special code to be encoded and

tra

nsmitted.

6.3.3.3 \/nlirlif\ll of received-transmission characters

Th
sh
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erf

=

Dw

e columns in table 33 and table 34 corresponding to the current value of the receiver’s running dispa
bl be searched for each received transmission character. If the received transmission character is\found
proper column, then the transmission character shall be considered valid and the associated data byte
bcial code determined (decoded). If the received transmission character is not found in thepproper colun
n the transmission character shall be considered invalid and the dword containing the character shall
nsidered an invalid dword. Independent of the transmission character’s validity, the received transmiss
hracter shall be used to calculate a new value of running disparity.

s new value shall be used as the receiver’s current running disparity for the (fext received transmiss
hracter.

tection of a code violation does not necessarily indicate that the transmission character in which the cg
lation was detected is in error. Code violations may result from a ‘prior error that altered the runn
parity of the bit stream but did not result in a detectable error at the‘transmission character in which

or occurred. The example shown in table 35 exhibits this behavior.

Table 35 — Delayed code viglation example

RD First RD Second RD Third RD
character character character
Transmitted
character - D21.1 2 D10.2 - D23.5 +
stream
Transmitted
. - 101010.12001 - 010101 0101 - 111010 1010 +
bit stream
Bitstream | | 109910 1011 | + 010101 0101 + | 1110101010 | +
after error
Decoded
character - D21.0 + D10.2 + Code violation +
stream
4 Bit order

ords transmitted in a STP connection shall be transmitted in the bit order specified by SATA.

ity
in
or
hn,
be
on

on

de

ng
he
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Dwords for other types of connections and outside of connections shall be transmitted in the bit order in figure
55.

< Dword to transmit + data/primitive indicator (Z) >
MSB LSB
31 24 23 16 15 8 7 0
z[H]|c|F|e[p]|c[B]Aa|[H] .. [a|H] .. [a[H] . |A
Dok B B B
1st byte to 2nd byte to 3rd byte to 4th byte to
transmit 24 Y 23transmit16 transmit 8 ; transmit v
(in 8b10b p[c[B]A[K [A]K [ATK [Tk
notation)

MR T

Bit
"ransposi >< v >< \ / X ..V\>< A4
A B CDETFGHK A H K A H K A H K
Encoding Encoding Encoding Encoding
function function function function
abcdeifghij a j H = j a ]
8b10b encoder 8b10b enc‘o@ i 8b10b encoder| 8b10b encoder

to physical link ¢

<«{abcdeifghj abcdeifgh j
first bit
transmitted \/ V
abcdeifgh]j abcdeifghj

last bitT

transmitted

Figure 55 — SAS bit transmission logic



https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

Figure 56 shows the SAS bit reception order.

#‘irst bit received

130

[abcdeifghj

14776-150 © ISO/IEC:2004(E)

abcdeifghj

last bit
received
I
Aabcdeifghj; 4abcdeifghj|<—-
from
L ¢ L * physmal
link
10b8b decoder 10b8b decoder | 10b8b decoder 10@?&\9ecoder
abcdei f ghi| a i a ill'a |
Decoding Decoding Decoding <, |f Decoding
function function function function
A BCDETFGH K[ A H K||] A .5N~“H K|| A H K
Transpose
i, HHMH&NHNHV
sbiob |H|G|F|E|D|Cc[B]|A[K]H |'a] k] H| B B
notation) 31 24 23 16 5 8 0
1st byte 2ndbyte 3rd byte " ath byte
rece&A received received received
Y 31 24 23 16 15 8 7 0
z|nle[Flefolcfefaln] ... [aln] .. [a]H] .. [A
< MSB Dword received + data/primitive indicator (2) LS>B
Figure 56 — SAS bit reception logic
6.5 Out of band)(OOB) signals
OJt of band (OOB) signals are low-speed signal patterns detected by the phy that do not appear in normal
daja streams./They consist of defined amounts of idle time followed by defined amounts of burst time. Dur|ng
the idle time, D.C. idle (see 3.1.21) is transmitted. During the burst time, ALIGN (0) primitives are transmitfed
repeatedly. The transmitter output levels during burst time and idle time are described in 5.3.4. The signpls
re_differentiated hy the Ipngth of idle time hetween the burst times

SATA defines two OOB signals: COMINIT/COMRESET and COMWAKE. COMINIT and COMRESET are
used in this standard interchangeably. Phys compliant with this standard identify themselves with an
additional SAS-specific OOB signal called COMSAS.
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Table 36 defines the timing specifications for OOB signals.

Table 36 — OOB signal timing specifications

Parameter Minimum Nominal Maximum Comments

OOB Interval (OOBI) @ | 666,600 ps 666,6 ps 666,733 ps

The time basis for burst times
and idle times used to create
OOB signals. Based on 1,5
Gbps clock tolerance

timeout

The minimum time a receiver
shall allow to detect COMSAS
13,65 us after transmitting COMSAS.
Derived from:

OOBI x 512 x40

OMSAS detect

OOBI is different than UI(OOB) defined in SATA (e.g., SAS has tighter clock tolerarice). This is a fixed
value equal to the Ul for G1, regardless of the actual transfer rate being used to,créate the burst time.

Table 37 describes the OOB signal transmitter requirements for the burst time}.idle time, and negation tim

th3

To

t comprise each OOB signal.
Table 37 — OOB signal transmitter requirements
Signal Burst time Idle fime Negation time
COMWAKE 160 OOBI 160 OOBI 280 OOBI
COMINIT/RESET 160 OOBI 480 OOBI 800 OOBI
COMSAS 160 OOBI 1 440 OOBI 2 400 OOBI

transmit an OOB signal, a transmitter shall repeat these steps six times:

1) transmit D.C. idle for an idle time; and
2) transmit an ALIGN burst for a butst time.

hall then transmit D.C. idle for an OOB signal negation time.

e ALIGNs used in OOB signals are not required to be at generation 1 (G1) physical link rates (i.e.,
ps), as this rate may not-he’supported in phys compliant with future generations of this standard. T
IGNs are only required-to generate an envelope for the detection circuitry, as required for any signaling t
y be A.C. coupled. If2G2 ALIGNs are used, the number of ALIGNs doubles compared with G1 ALIGNSs.

BAS transmitter,should transmit ALIGNs at the G1 physical link rate to create the burst portion of the O
nal, but mayfransmit ALIGNs at its slowest supported physical link rate if it does not support the
ysical link rate-and shall not transmit them at a physical link rate faster than its slowest supported physi
rate.

es

1,5
he
hat

DB
G1

cal
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Figure 57 describes OOB signal transmission by the SP transmitter (see 6.7). The COMWAKE Transmitted,
COMINIT Transmitted, and COMSAS Transmitted messages are sent to the SP state machine (see 6.7).

COMWAKE

ALIGN burst

,— —» SP
COMWAKE
Trangmitted

ALY

iHAHAH
covﬂAKE??})???m

COMRESET/COMINIT

R REEE

Note: Idle time is shown here as’a
neutral signal for visual clarity
only.

“— —» SP
COMINIT
Tran§mitted

————

I
omr 3 1 1§ ESF

idle

COMSAS
ALIGN burst

COMINIT
negation

(9]

, —» S
COMSAS
Trangmitted

g3 e 2 3 4 ) __5 6

1 } } ) COMSAS
| negation

COMSAS idle

Figure 57 — OOB signal transmission
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Table 38 describes the OOB signal receiver requirements for detecting burst times, assuming Ty, iS the
length of the detected burst time. The burst time is not used to distinguish between signals.

Ta
of

Ta

58
O
Cd

Su

Table 38 — OOB signal receiver burst time detection requirements

Signal may detect shall detect
COMWAKE Tourst < 100 ns Tohurst > 100 ns
COMINIT/COMRESET Tourst < 100 ns Tohurst > 100 ns
COMSAS Tpurst < 100 ns Thurst > 100 ns
ble 39 describes the OOB signal receiver requirements for detecting idle times, assuming Tqieis the length
he detected idle time.
Table 39 — OOB signal receiver idle time detection requirements
Signal may detect shall detect shall not detect
Tigle< 55 ns or
COMWAKE 55ns< Tidle <175 ns 101,3 ns < Tidle <112 ns Tid|e > 175 ns
COMINIT/ _ _ Tigle < 175 ns or
COMRESET 175 ns £ Tigje <525 ns 304 ns < Tigje < 336™nSs T > 525 ns
: : Tigle <525 ns or
COMSAS 525nNs < Tiqe <1575ns | 911,7 ns < Tiyc <1 008 ns Te> 1575 ns
ble 40 describes the OOB signal receiver requirements’for detecting negation times, assuming Tjqje is the
lerjgth of the detected idle time.
Table 40 — OOB signal receiver-iegation time detection requirements
Signal shall detect
COMWAKE Tigle > 175 ns
COMINIT/COMRESET Tidgle > 525 ns
COMSAS Tigie > 1575 ns
eceiver shall detect an~OOB signal after receiving four consecutive idle time/burst time pairs (see figlire
. Itis not an error tareceive more than four idle time/burst time pairs. A receiver shall not detect the samme
DB signal again untilNt has detected the corresponding negation time (i.e., a COMINIT negation time for a
MINIT) or hasdetected a different OOB signal (e.g., if a COMINIT was previously detected, then four sgts
COMWAKE.idle times followed by burst times are detected, a COMWAKE is detected; another COMINIT
y follow).
5AS, receiver shall detect OOB signals comprised of ALIGNs transmitted at any rate up to its highest
pported physical link rate. This includes physical link rates below its lowest supported physical link rate
a SAS receiver suppaorting only 3,0 Ghps needs to detect 1,5 Gbps based Al IGNS to interoperate with a

(e

SAS transmitter supporting both 1,5 Gbps and 3,0 Gbps).


https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

134 14776-150 © ISO/IEC:2004(E)

Figure 58 describes SAS OOB signal detection by the SP receiver (see 6.7). The COMWAKE Detected,
COMWAKE Completed, COMINIT Detected, COMSAS Detected, and COMSAS Completed messages are

sent to the SP state machine (see 6.7

COMWAKE

A

) to indicate that an OOB signal has been partially or fully detected.

Time |
Note: Idle time is shown here as a

neutral signal for visual clarity
I e
— —
T 1 314 |In ~ Completed =% SP
| COMWAKE
Any : negation
. ]
transitions '\_COMWAKE
Detected ~ SP
COMRESET/COMINIT
AL
r Al
)
weoomoomoomoom M
1 2 3 4 n
| COMINIT
Any i negation
transitions "\ COMINIT
~Detected ~ ¥ SP
COMSAS
( 2 \
VI S R —
ﬂM WW W M \ COMSAS
L1 2 a3 a4 {1 . n 4 ) ~Completed = SP.
Y Y Y Y I
: COMSAS
Any I negation
transitions : . !
. nth idle time/ALIGN 1
idle L st pair \._COMSAS_ . op
m Detected -
M ALIGN burst —ﬁ—m Zero or more idle time/ALIGN burst pairs
Figure 58 — OOB signal detection

Expander devices shall not forward OOB signals. An expander device shall run the link reset sequence

independently on each physical link.
6.6 Phy reset sequences

6.6.1 Phy reset sequences overview

The phy reset sequence consists of an OOB sequence and a speed negotiation sequence.

The phy reset sequence shall only affe
same port or device.

ct the phy, not the port or device containing the phy or other phys in the
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A phy shall originate a phy reset sequence after:

a) power on;

b) hard reset (i.e., receiving a HARD_RESET) (see 4.4.2);
c) management application layer request (see 6.7.1);

d) losing dword synchronization (see 6.7.4.9); and

e) for expander phys, after a hot-plug timeout (see 6.6.5).

A SAS phy may originate a phy reset sequence after a hot-plug timeout (see 6.6.5).

After rnrni\/ing a HARD DI:QI:T, a phy should start the. I|:\|’\\J/ reset seguence within 250 ms.

Phys shall not originate a phy reset sequence until 10 ms have elapsed since the previous attempt at ronm
a phy reset sequence (e.g., if a reply to COMINIT is not detected in an OOB sequence, or after,'a’spg

nepotiation sequence fails).

Table 41 defines phy reset sequence timing parameters used by the SP state machine (see 6.7).

Table 41 — Phy reset sequence timing specifications

ng
ed

Parameter Time Comments
Hot-plug timeout 500 ms The maximum time after whichian/expander phy shall retry
an unsuccessful phy reset sequence (see 6.6.5).

6.6.2 SATA phy reset sequence

6.4.2.1 SATA OOB sequence

Figure 59 shows the SATA OOB sequence between a SATA host and SATA device. The SATA OOB sequer
is flefined by SATA; see ATA/ATAPI-7 V3 for detailed requirements.
. COMWAKE
COMRESET Calibrate
SATA host )
(initiator) to FAAXY
SATA W
device v
(target)
SATA deyice
(target)-to
SATA host
@nitiator) COMINIT Time >

Figure 59 — SATA OOB sequence
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6.6.2.2 SATA speed negotiation sequence

(E)

Figure 60 shows the speed negotiation sequence between a SATA host and SATA device. The SATA speed
negotiation sequence is defined by SATA; see ATA/ATAPI-7 V3 for detailed requirements.

Taple 42 defines SATA speed negotiation sequence timing parameters used by the SP state machine (S
6.7).

d10.2 ALIGN(O)s Non-ALIGN(0)s
@ Slowest @ Detected @ Detected
rate rate rate
nitiatar P 77\
(initiator) to
SATA
device
(target) SATA host locks SATA device locks
(N
SATA device .S \
(target) to ‘,’;" ‘ ‘3\
SATAhost . iiprate COMWAKE 2048  ._slower  ,0,q Non-
(initiator) ALIGN(O)s rates... ALIGN(0)$ ALIGN(0)s
@ Fastest @ n' rate @ Detected
rate rate

Figure 60 — SATA speed negotiation sequence

Table 42 — SATA speed negotiationsequence timing specifications

ee

Parameter Time Comments

The minimum time during SATA speed negotiation that a
Await ALIGN timeout 1310 720 OOBM phy shall allow for an ALIGN to be received after detecting
COMWAKE Completed.

The maximum time during SATA speed negotiation after
533 ns detecting COMWAKE Completed before which a phy shall
start transmitting D10.2 characters.

COMWAKE response
time

6.6.3 SAS to SATA phy-reset sequence

SAS initiator device$-and expander devices may be directly attached to SATA devices.

To

Th

initiate a phy‘reset sequence a phy shall:

1) tragsmit a COMINIT; and
2) inresponse to receiving a COMINIT, transmit a COMSAS.

pCOMSAS identifies the phy as a SAS phy or expander phy instead of a SATA phy.

If a SATA phy is attached to the physical link it either:

a) misinterprets the COMSAS to be a COMRESET and responds with a COMINIT,; or
b) ignores the COMSAS and provides no response within a COMSAS detect timeout.

Either response indicates to the phy that a SATA phy is attached. As a result the phy shall initiate transmit
COMWAKE and enter the SATA speed negotiation sequence.

Figure 61 shows a reset sequence between a SAS phy or expander phy (i.e., a phy compliant with this
standard) and a SATA phy (i.e., a phy in a SATA device, defined by SATA). The two possible cases are
presented. The first case is that the SATA phy ignores the COMSAS and provides no response within a
COMSAS detect timeout. The second case is that the SATA phy misinterprets the COMSAS to be a
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COMRESET and responds with a COMINIT. The SP state machine treats these two cases the same, and
determines that a SATA phy is attached after a COMSAS detect timeout. The SATA speed negotiation
sequence shall be entered after COMWAKE.

SATA phy does not respond to COMSAS COM
COMINIT COMSAS WAKE
SAS phy Tx/ <><> <> <> <> <> () 0 0 () 0 (\
SATA phy Rx [ \ /
Frryvy ViVvVvy T
Step 1 Step 3 tep 4
o COMSAS o
>—T|me—0 Detect Time=z
Step 2 Timeout
SASphyRx/_ ¥
SATA phy Tx"
COMINIT
SATA phy responds to COMSAS with COMINIT COM
COMSAS WAKE

COMINIT
SAS phy Tx/

SATA phy Rx %(_)
Step 1 Step 3 Step 5
COMSAS
Detect
Timeout .
Time=z
Step 4
SAS phy Rx/

SATA phy Tx

S

COMINIT COMINIT
X : Powet-0n

Time 0: OOB sequence begins
Time z. Speed negotiation sequence begins

Figure 61 — SAS to SATA OOB sequence
6.64.4 SAS to_SAS phy reset sequence

6.4.4.1 SAS OOB sequence
Tolinitiate a SAS OOB sequence a phy shall transmit a COMINIT.
On receipt of a COMINIT a phy shall either:

a) if the receiving phy has not yet transmitted a COMINIT, transmit a COMINIT followed by a COMSAS;
or
b) if the receiving phy has transmitted a COMINIT, transmit a COMSAS.

On receipt of a COMSAS, if the receiving phy has not yet transmitted a COMSAS, the phy shall transmit a
COMSAS.

After completing the transmission of a COMSAS and the successful receipt a COMSAS the SAS OOB
sequence is complete and the SAS speed negotiation sequence begins.
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A phy shall distinguish between COMINIT and COMSAS and continue with a SAS speed negotiation
sequence after completing the SAS OOB sequence.

Figure 62 shows several different SAS OOB sequences between phy A and phy B, with phy A starting the
SAS OOB sequence at the same time as phy B, before phy B, and before phy B powers on.

Scenario 1: Both SAS phys start SAS OOB sequence at same time

COMINIT COMSAS
[—> P
NS T L

Phy B Rx A

Phy ARX/
Phy B Tx

COMSAS

Scenario 2: SAS phy A starts SAS OOB sequence

COMINIT COMSAS
Phy A Tx/ A
Phy BRx
>— Time=0
Phy A Rx/ \/
Phy B Tx B

COMINIT" COMSAS
Scenario 3: SAS phy:B'misses SAS phy A’s COMINIT

COMINIT COMSAS

Phy AT/ <> <> <> <> <> <>
PhyBRx_A HH‘
\/‘V
>— Time=0
Phy A Rx/ \/ .
PRy B TX D

A : SAS phy A power on VlV L VYT

B : SAS phy B power on COMINIT COMSAS

E

Time 0: SAS phy reset sequence begins

Time z: SAS speed negotiation sequence begins

Figure 62 — SAS to SAS OOB sequence
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6.6.4.2 SAS speed negotiation sequence

The SAS speed negotiation sequence is a peer-to-peer negotiation technique that does not assume initiator
and target (i.e., host and device) roles. The sequence consists of a set of speed negotiation windows for each
physical link rate, starting with 1,5 Gbps, then 3,0 Gbps, then the next rate. The length of the speed
negotiation sequence is determined by the number of physical link rates supported by the phys.

Figure 63 defines the speed negotiation window, including:

a) speed negotiation window time;

h) rate Ph:\ngn dnl:\\]/ time (D(‘hT);

c) speed negotiation transmit time (SNTT); and
d) speed negotiation lock time (SNLT).

dword
sync
ALIGN(0)s ' ALIGN(1)s

"R

€
P))
N
Speed negotiationylock time (SNLT)
N w
Rate chang%elay time M
(RCDT) Speed negotiation transmit time (SNTT)
- J

X
Speed: nieégotiation window

Figure 63 — 8AS speed negotiation window

Table 43 defines the timing specifications-for the SAS speed negotiation sequence.

Table 43 — SAS speed negotiation sequence timing specifications

Parameter Time Comments
Rate change delay 750 000 OOBI The tlme.the transmitter ;hgll transmit D.C. idle between
time (RCDT) rates during speed negotiation.

The time during which ALIGN (0) or ALIGN (1) is
bpeed negotiation 163 840 OOBI transmitted at each physical link rate during the speed
fansmit time(SNTT) negotiation sequence. Derived from:

OOBI x 4 096 x 40.

Lo

—t

The maximum time during the speed negotiation window fo

d .
“)peed negotiation lock 153 600 O0ORI a transmitter to rnply with ALIGN (1) Derived from:

time (SNLT) OOBI x 3 840 x 40
Speed negotiation The duration of a speed negotiation window. Derived from:
window time 913 840 OOBI RCDT + SNTT.

The speed negotiation window shall consist of the following transmission sequence for each speed
negotiation window:

1) atransmission of D.C. idle for an RCDT; and
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2) if the phy supports the physical link rate, a transmission of ALIGNs at that physical link rate for the
remainder of the entire speed negotiation window. If the phy does not support the physical link rate,

transmission of D.C. idle for the remainder of the entire speed negotiation window.

If the phy supports the physical link rate, it shall attempt to synchronize on an incoming series of dwords at
that rate for the SNLT. The received dwords may be ALIGN (0) or ALIGN (1) primitives. If the phy achieves
dword synchronization within the SNLT, it shall change from transmitting ALIGN (0) primitives to transmitting
ALIGN (1) primitives for the remainder of the SNTT (i.e., the remainder of the speed negotiation window). If
the phy does not achieve dword synchronization within the SNLT, it shall continue transmitting ALIGN(O)s for

th

remainderof the SNTT (i e the remainder of the Qpnnd nngnfi:\finn \Alinrln\l\l)

Atfthe end of the SNTT, if a phy is both transmitting and receiving ALIGN (1) primitives, it shall consider that

ph

pafticipate in all speed negotiation windows:

a) up to its highest supported physical link rate plus one; or
b) until it runs a speed negotiation window that does not detect a valid physical link rate after having
detected a valid physical link rate in a previous speed negotiation window.

If the phy has detected a valid physical link rate in the previous speed negotiation window, it shall enter

fin
Fi

o
S =

Bo

!

bl speed negotiation window using the highest previously successful link rate,

y supports the G2 link rate. Both phys run:

1) the G1 speed negotiation window, supported by phy A but notcby phy B;
2) the G2 speed negotiation window, supported by both phys;tand
3) the G3 speed negotiation window, supported by phy A but.not by phy B.

- le—snTT— |<—SNTT§—>| le— SNTT—>] I[i—SNTTé—bl

sical link rate valid. The phy shall then proceed to the next speed negotiation window. A-phy shall

he

ure 64 shows speed negotiation between a phy A that supports G1 through\G3 link rates and a phy B that

th phys then select G2 for the final speed negotiation window to establish the negotiated physical link rate.
no dword dword no dword dword
RCD Y  gcD Syt rebp SYNC o re syne

Phy A Tx/ '
Phy B Rx
Time=z dword dword
RCD RCD sync RCD RCD sync
SNTT—>» |<— §SNTT €— SNTT —» |<— SNTT§—>|
Phy A Rx/ ; ;
Phy B Tx > < »
Not supported Not supported
by phy B by phy B
L J{ JL JU J
A Y A T
Speed .negotlanon Speed .negotlatlon Speed .negotlatlon Speed negotiation
window window window window - G2 rate
G1 rate G2 rate G3rate .
(negotiated rate)
ALIGN(0)s ALIGN(1)s Time z . SAS speed negotiation sequence begins

Time >

Figure 64 — SAS speed negotiation sequence (phy A: G1, G2, G3, phy B: G2 only)
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If the phy does not obtain dword synchronization during the final speed negotiation window the SAS speed
negotiation sequence fails. This may be counted and reported in the PHY RESET PROBLEM field in the SMP
REPORT PHY ERROR LOG page (see 10.4.3.6) and the REPORT PHY ERROR LOG log page (see
10.2.7.1).

Figure 65 shows the same speed negotiation sequence as in figure 64 when phy B does not obtain dword
synchronization during the final speed negotiation window. If this occurs, the handshake is not complete and
the OOB sequence shall be retried starting with COMINIT, forcing the phy to retry the whole reset sequence.

dword dword no dword dword
sync sync sync
RCD i RC syne

D : RCD RC COMMITT
[~ SNTTi—> |«—SNTT —>| |« SNTT} —»| ’4——-“

(W (e

dword

[

dword

=z no,dword
— sync sync

sync
RCD i RCD i RCD RCD &

—»| |<—SNTTE —>| |«—SNTTi—>|

«— SNTT—> |<— SNTT —>»|

Not supported ! L_J
by.phy B Y COMINIT
L ) )\ A I
Y Y Y Y ‘
o o Hot Plug
Speed negotiation Speed negotiation Speed negotiation Speed negotiation Timeout
window window window window - G2 rate Delay
Glrate G2 rate G3rate (negotiated rate)
ALIGN(0)s ALIGN(1)s

Time z: SAS speed negotiation sequence begins

Time >

Figure 65 — SAS speed negotiation sequence (phy A: G1, G2, G3, phy B: G1, G2) that fails

ce SATA and SAS signal cable connectors do not include power lines, it is not possible to detect {

he
lve

sequence completes successfully;

SAS initiator phys should originate a new phy reset sequence after every hot-plug timeout; and
SAS target phys should not originate a new phy reset sequence after their first attempt.

b)
<)

Figure 66 shows how two phys complete the phy reset sequence if the phys are not attached at power on. In
this example, phy A and phy B are attached some time before phy B’s second hot-plug timeout occurs. Phy
B’s OOB detection circuitry detects a COMINIT after the attachment, and therefore phy B transmits COMSAS,
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since it has both transmitted and received a COMINIT. Upon receiving COMSAS, phy A transmits its own
COMSAS. The SAS speed negotiation sequence follows.

cominiT, Hotplug copnT, HOEPIUG oy 1 COMSAS

Timeout Timeout ’q_j ’4—7

Phy A Tx
A
>—Time=0 Timey Time:z—ﬁ
Phy A Rx v 5 v
Incomplete COMSAS
Hot-plug COMINIT
Timeout

Phy B Tx (—H A

I A VAL R LI

COMINIT COM|NIT COMSAS
>_ Time=0 z <
Timey
Phy B Rx A'
A : SAS phy A power on < > < >

COMINIT COMSAS

B : SAS phy B power on
Time y : SAS phy A attached to"SAS phy B
Time z : SAS phy A and SAS phy B start the SAS speed negotiation sequence

Figure 66 — Hot-plug and the phy reset sequence
6.Y SP (phy layer)state machine

6.1.1 SP state machine overview
The SP state machine controls the phy reset sequence. This state machine consists of three sets of states

a) OOB“sequence (OOB) states;
b)¢ SAS speed negotiation (SAS) states; and
€)~ 'SATA host emulation (SATA) states.

This state machine consists of the following states:

a) SP0:00OB_COMINIT (see 6.7.3.2)(initial state);
b) SP1:00B_AwaitCOMX (see 6.7.3.3);

c) SP2:00B_NoCOMSASTIimeout;

d) SP3:00B_AwaitCOMINIT_Sent (see 6.7.3.5);
e) SP4:00B_COMSAS (see 6.7.3.6);

f) SP5:00B_AwaitCOMSAS_Sent (see 6.7.3.7);
g) SP6:00B_AwaitNOCOMSAS (see 6.7.3.8);

h) SP7:00B_AwaitCOMSAS (see 6.7.3.9);

i) SP8:SAS_Start (see 6.7.4.2);
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) SP9:SAS RateNotSupported (see 6.7.4.3);
k) SP10:SAS_AwaitALIGN (see 6.7.4.4);

[) SP11:SAS_AwaitALIGN1 (see 6.7.4.5);

m) SP12:SAS_AwaitSNW (see 6.7.4.6);

n) SP13:SAS Pass (see 6.7.4.7);

0) SP14 SAS_Fail (see 6.7.4.8);

p) SP15:SAS PHY_Ready (see 6.7.4.9);

g) SP16:SATA_COMWAKE (see 6.7.5.2);

r  SP17:SATA_AwaitCOMWAKE (see 6.7.5.3);
s) SPI18:SATA_AwaltNoCOMWAKE (see 6.7.5.4);
t) SP19:SATA_AwaitALIGN (see 6.7.5.5);

u) SP20:SATA_AdjustSpeed (see 6.7.5.6);

v) SP21:SATA_Transmit_ALIGN (see 6.7.5.7);
w) SP22:SATA_PHY_Ready (see 6.7.5.8);

X) SP23:SATA_PM_Partial (see 6.7.5.9); and
y) SP24:SATA_PM_Slumber (see 6.7.5.10).

The SP state machine shall start in the SP0:0O0OB_COMINIT state after:

a) apower on;

b) ahard reset; or

c) receiving a Management Reset request from the management layer.(e.g., from the SMP PHY
CONTROL function in an expander device). Receipt of a COMINIT-in any state that does not have an
exit transition triggered by receipt of COMINIT should cause artManagement Reset request.

The SP state machine sends the following messages to the SP_BDWS state machine (see 6.8):

a) Start DWS; and
b) Stop DWS.

The SP state machine receives the following messages-{rom the SP_DWS state machine:

a) DWS Lost; and
b) DWS Reset.

Thie SP state machine shall maintain the timers listed in table 44.

Table44 — SP state machine timers

Timer Initial value

COMSAS DetectTimeout timer COMSAS detect timeout (see table 36)
Await ALIGN Timeout timer Await ALIGN timeout (see table 42)
Hot-Plug. Timeout timer Hot plug timeout (see 6.6.1)

REDT timer RCDT (see table 43)

SNLT timer SNLT (see table 43)

SNTT timer SNTT (see table 43)

6. 12 SP trancmititar and racaivar
. ottt SHH R e A e Fe e et

The SP transmitter transmits OOB signals and dwords on the physical link based on messages from the SP
state machine (see 6.7).

The SP transmitter receives the following messages from the SP state machine:

a) Transmit COMINIT,

b) Transmit COMSAS;

¢) Transmit COMWAKE;

d) Transmit D10.2;

e) Set Rate (Physical Link Rate); and
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f) Transmit ALIGN with an argument indicating the specific type (e.g., Transmit ALIGN (0)).
When not otherwise instructed, the SP transmitter transmits idle time.
The SP transmitter sends the following messages to the SP state machine:

a) COMINIT Transmitted;
b) COMSAS Transmitted; and
c) COMWAKE Transmitted.

The SP receiver receives OOB signals and dwords from the physical link and sends messages to the SP state
mgchine indicating what it has received.

The SP receiver sends the following messages to the SP state machine:

a) COMINIT Detected;

b) COMSAS Detected;

c) COMWAKE Detected,;

d) COMSAS Completed;

e) COMWAKE Completed;

f) ALIGN Received with an argument indicating the specific type (e.g., ALIGN Received (0)); and
g) Dword Received.

The ALIGN Received and Dword Received messages are only sent whenthe SP_DWS state machine has
achieved dword synchronization.

Fof SATA speed negotiation, the ALIGN Received (0) message includes+an argument containing the physical
link rate at which the ALIGN(0)s were detected. For SAS speed negotiation, only ALIGNSs at the physical ljnk
rafe specified by the last Set Rate message received by the SP transmitter cause ALIGN Received
mgssages.
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6.7.3 OOB sequence states

6.7.3.1 OOB sequence states overview
Figure 67 shows the OOB sequence states. These states are indicated by state names with a prefix of OOB.

é SP (phy layer) state machine - OOB sequence states
(tO all States, Power on or

SPO: SP4: .
causin

QOB COMINIT QOB _COMSAS Sing hard reset or

rarisitor to Managem nk

COMINIT COMINIT COMSAS COMSAS SPO: Reset
T Transmitted™ T petected ™ ~Transmitted™ [ Detected ~ ™ OOB_COM|N|T)<_.(:[Q9_ L/
P V4

Transmit COMINIT Transmitted Transmit
<tcominT T and —> - covsas— = SP6:00B

i > COMINIT Detected AwaitNoCOMSAS
= COMSAS Transmitted
SA——I{A— SP3:00B _ — and e
AwaltALIGN AwaitCOMINIT Sent COMSAS Detected

SP15: _ COMINIT |
SAS ™ rransmitted T 'SP5:00B_
PHY_ Ready AwaitCOMSAS Sent

COMINIT | COMINIT COMSAS |, COMSAS

SP22: — 4 — i ]
2Ll Detected Transmitted <+ “Transmitted Completed

PHY Ready | comSAs

Detected
——»---Stop DWS -9 SP DWS COMSAS COMSAS

[ Transmitted~ |Completed

COMINIT P 200,
4 SAS_Start

Transmitted | h
--Phy Layer Not Ready- =~ SP7:00B_

AwaitCOMSAS

SP1:00B_ COMSAS _| COMSAS

AwaitCOMX [ Transmitted Detected
COMSAS Detected

— or —> COMSAS
Hot-plug_] ¢ ;€OMINIT Detected <t Detected ™™~
timeout

>

A (in expander

<} -COMINIT Detected- - - }  phys)

L} COMSAS Detected- - [~ "SATA Spinup Hold

SP2:00B_ COMSAS detect timeout

SP14: > NoCOMSASTimeout and SATA support

SAS/ Fail > <p16:
COMINIT Detected SATA COMWAKE

- - —-COMINIT Detected- £ COMSAS detect N

timaoaaut and
Hot-plug timeout =10 SATA support ] I
;Expander device and COMSAS detect timeout and SATA support and spinup hold

Figure 67 — SP (phy layer) state machine - OOB sequence states
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6.7.3.2 SP0:OOB_COMINIT state

6.7.3.2.1 State description

This state is the initial state for this state machine.

Upon entry into this state, this state shall:

a) send a Transmit COMINIT message to the SP transmitter;
b) send a Stop DWS message to the SP_DWS state machine; and

Th
mq
6.1
Th
Cd
6.7
Th
Cd
6.7
Th
De
6.1

6.1
Up

6.7
Th
6.7

Th
mq

6.7

6.1
Up

(") send-a Dh\j/ L ayer Not Dnnd\ll confirmation to the link In\jlnr

is state machine waits for receipt of a COMINIT Transmitted message and/or a COMINIT Detect
ssage.

.3.2.2 Transition SP0:OOB_COMINIT to SP1:00B_AwaitCOMX

s transition shall occur if this state receives a COMINIT Transmitted message and/has not receive
MINIT Detected message.

.3.2.3 Transition SP0:O0B_COMINIT to SP3:00B_AwaitCOMINIT_Sent

is transition shall occur if this state receives a COMINIT Detected message and has not receive
MINIT Transmitted message.

.3.2.4 Transition SP0:OOB_COMINIT to SP4:00B_COMSAS

is transition shall occur if this state receives both a COMINIT Transmitted message and a COMIN
tected message.

.3.3 SP1:00B_AwaitCOMX state

.3.3.1 State description

on entry into this state, the Hot-Plug Timeout tither shall be initialized and started if this phy is:
a) an expander phy; or
b) an initiator phy or target phy implementing the Hot-Plug Timeout timer.

.3.3.2 Transition SP1:00B_AwaitCOMX to SP0:O0OB_COMINIT

s transition shall occur if the-Hot-Plug Timeout timer expires.

.3.3.3 Transition SP1:Q0B_AwaitCOMX to SP4:00B_COMSAS

s transition shall_eccur after receiving either a COMINIT Detected message or a COMSAS Detect
ssage. If COMSAS/Detected was received, this transition shall include a COMSAS Detected argument.

.3.4 SP2:00B_NoCOMSASTimeout state

.3.4,1-State description

oh-entry into this state, the Hot-Plug Timeout timer shall be initialized and started if this phy is:

ed

i a

l a

{

T

ed

a) this phy is an expander phy; or
b) this phy is an initiator phy or target phy implementing the Hot-Plug Timeout timer.

6.7.3.4.2 Transition SP2:00B_NoCOMSASTimeout to SP0:O0B_COMINIT

This transition shall occur if the Hot-Plug Timeout timer expires.

6.7.3.4.3 Transition SP2:00B_NoCOMSASTimeout to SP4:00B_COMSAS

This transition shall occur after receiving a COMINIT Detected message.
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6.7.3.5 SP3:00B_AwaitCOMINIT_Sent state

6.7.3.5.1 State description

This state waits for a COMINIT Transmitted message.

6.7.3.5.2 Transition SP3:00B_AwaitCOMINIT_Sent to SP4:00B_COMSAS

This transition shall occur after receiving a COMINIT Transmitted message.

6.

6.7
Up
Th

6.7

Th
Cd

6.7

Th
De

6.7

Th
Cd

6.7

6.7
Th

6.7
Th

6.7

6.7

Th
co

6.7

.3.6 SP4:00B_COMSAS state

.3.6.1 State description
on entry into this state, this state shall send a Transmit COMSAS message to the SP transmitter.

s state waits for receipt of a COMSAS Transmitted message and/or a COMSAS Detected message.

.3.6.2 Transition SP4:00B_COMSAS to SP5:00B_AwaitCOMSAS_Sent

s transition shall occur if this state receives a COMSAS Detected message or this state was entered wit
MSAS Detected argument, and this state has not received a COMSAS Transmitted message.

.3.6.3 Transition SP4:00B_COMSAS to SP6:00B_AwaitNoCOMSAS

s transition shall occur if this state receives both a COMSAS Transmitted message and a COMS
tected message.

.3.6.4 Transition SP4:00B_COMSAS to SP7:00B_AwaitCOMSAS

s transition shall occur if this state receives a COMSAS Transmitted message and has not receive
MSAS Detected message.

.3.7 SP5:00B_AwaitCOMSAS_Sent state

.3.7.1 State description

s state waits for receipt of a COMSAS Jransmitted message.

.3.7.2 Transition SP5:00B_AwaitCOMSAS_Sent to SP6:00B_AwaitNoCOMSAS

s transition shall occur aftef receiving a COMSAS Transmitted message.
.3.8 SP6:00B_AwaitNoCOMSAS state

.3.8.1 State description

s state machine waits for a COMSAS Completed message, which indicates that COMSAS has b¢g
mpletely received.

.3.8.2(Transition SP6:00B_AwaitNoCOMSAS to SP8:SAS_Start

i a

en

THi ition shall : - ~OMSAS, I he COMSAS I

message may be received before this state is entered.

6.7.3.9 SP7:00B_AwaitCOMSAS state

6.7.3.9.1 State description

Upon entering this state the COMSAS Detect Timeout timer shall be initialized and started.
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6.7.3.9.2 Transition SP7:00B_AwaitCOMSAS to SP0:0O0B_COMINIT

This state shall send a SATA Spinup Hold confirmation to the link layer and perform this transition if.

a) this phy is in an expander device;

b) this phy supports attachment to a SATA device;

c) the COMSAS Detect Timeout timer expires;

d) this expander device implements SATA spinup hold; and

e) the SP0:OOB_COMINIT state was not originally entered because of an SMP Reset request (i.e.,
SMP PHY CONTROL-based requests to reset the phy bypass spinup hold).

6.1.

Th

6.7
Th

6.7
Th

6.7

6.1
Fig

ph
stg

3.9.3 Transition SP7:00B_AwaitCOMSAS to SP6:00B_AwaitNoCOMSAS

s transition shall occur after receiving a COMSAS Detected message.

.3.9.4 Transition SP7:00B_AwaitCOMSAS to SP16:SATA_COMWAKE
s transition shall occur if:
a) the phy supports attachment to SATA devices; and
b) the COMSAS Detect Timeout timer expires.
.3.9.5 Transition SP7:00B_AwaitCOMSAS to SP2:00B_NoCOMSASTimeout
s transition shall occur if the phy does not support SATA and the COMSAS Detect Timeout timer expire

.4 SAS speed negotiation states

4.1 SAS speed negotiation states overview

ure 68 shows the SAS speed negotiation states, in which the phy has detected that it is attached to a S
y or expander phy rather than a SATA phy, and performs the SAS speed negotiation sequence. Theg
tes are indicated by state names with a prefix of SAS.

se
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SP (phy layer) state machine - SAS speed negotiation states (to all states, 'Power on or
SP10:SAS SP11:SAS causing hard reset or
. = . = transitionto [\
AwaitALIGN AwaitALIGN1 anagement
-2 ALIGN oo SPO: Reset ]

---ALIGN Received (0)- >

__Received (1)_ _ _ -

OOB_COMINIT) g~ =

) Transmit )
---ALIGN Received (1)- ¢ -a1 IGN (Q)——T> - -Transmit ALIGN (1)->
SP DWS <& Start DWS-—— ALIGN Received (0)_p,.lg - DWS Lost--- SP_DWS
= before SNLT
SP_DWS --DWS Lost-=p» - --Start DWS®» SP_DWS
SPO: <—DpWS Lost—] DWS Lost——p»-SPQ:
0O0B COMINIT 0O0B COMINIT
0B _COMINIT ~ QOB COMINI
SP13:SAS Pass
~——SNTT expires
SP8:SAS Start < DWS Lost - SP_DW$
CCOM]S/?Sd RCDT Re?;:gy @)\~ Start Dws> sp_Dwig
Spe: “OMPpietea | - expires L_DWS Lost—p- SPO:
008 Amamo™T and rate ™ SP12:SAS_ OB COMINT
COMSAS supported ~AwaitsSNW_
r ALIGN ™
_ —Received (1)} t——= B
RCDT expires | before SNLT .
and rate ——SNTT expires or Stop SNTT
not supported ‘~-Start SL_IRE =Start DWSP> SP_DWS
\ Receiver
‘Stop SNTT~-» < -DWS Lost-- SP_DWS
<}Set Rate-- \
QAT[%‘;”“; -4 DWS Lost_p. SPQ:
> L 1) QOB _COMINIT spi14:SAS_Fail
\
N
SP9:SAS_  SNTT expires >
RateNotSupported G
P
SNTT expires P
\— p1 SPl. .«——Speed negotiation failed
O0B AwaitCOMX
- Try another speed )
\_
A SP15:SAS_PHY_Ready Try another speed
[
‘~Phy Layer Ready (SAS)-- - J«——Speed negotiation succeeded————
---COMINIT Detected >}« - = = DWS LOSt- == === SP_DWS
SPQ. g COMM |O|;)gt\?\;:;esé)sre|fvv5 LOST_ | g — - —DWS Resel————- SP_DWS
00B COMINIT

Start DWS---9 SP_DWS

Figure 68 — SP (phy layer) state machine - SAS speed negotiation states
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6.7.4.2 SP8:SAS_Start state

6.7.4.2.1 State description

Th

is is the initial state for the SAS speed negotiation sequence.

Upon entering this state, this state shall:

(E)

a) initialize and start the RCDT timer. This allows time required for a transmitter to switch to either the

next higher or next lower supported speed,;

Th

DU

6.1
Th
su
6.1
Th
su

6.7

6.7
up
DUy

6.7
Th
6.7

6.7

ug
ref

Edch time this’state receives a DWS Lost message, this state may send a Start DWS message to {

SF
up

h) send-a Set Rate message tothe SP transmitter cnlnhfing the next rate for nftnmpfnd Qpnnd nngnfi

ation.
e argument to the Set Rate message shall be:

a) 1.5 Gbps if the transition into this state is from the SP6:00B_AwaitNoCOMSAS state; or.
b) to the value of the SAS Speed Negotiation Window Rate argument.

ring this state D.C. idle shall be transmitted.

.4.2.2 Transition SP8:SAS_Start to SP10:SAS_AwaitALIGN

s transition shall occur after the RCDT timer expires if the current speed’negotiation window ratg
hported.

.4.2.3 Transition SP8:SAS_Start to SP9:SAS_RateNotSupported

s transition shall occur after the RCDT timer expires if the curfent speed negotiation window rate is
hported.

4.3 SP9:SAS_RateNotSupported state

.4.3.1 State description
on entering this state the SNTT timer shall be. jnitialized and started.

ring this state D.C. idle shall be transmitted-

.4.3.2 Transition SP9:SAS_RateNotSupported to SP14:SAS_Fail

s transition shall occur after the SNTT timer expires.
4.4 SP10:SAS_AwaitALIGN state

.4.4.1 State description

on entering this state, the SNTT timer and SNLT timer shall be initialized and started and this state sk
eatedly send Transmit ALIGN (0) messages to the SP transmitter.

DWS state machine to re-acquire dword synchronization without running a new link reset sequence.

on entering this state, this state shall send a Start DWS message to the SP_DWS state machine.

S

hot

all

6.

442 Transition SFLIUSAS_AwaltALIGN 1o SFUIO0UB_COMINTI

This transition shall occur after receiving a DWS Lost message if this state does not send a Start DWS
message.

6.7.4.4.3 Transition SP10:SAS_AwaitALIGN to SP11:SAS_AwaitALIGN1

This transition shall occur if this state receives an ALIGN Received (0) message before the SNLT timer
expires.
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6.7.4.4.4 Transition SP10:SAS_AwaitALIGN to SP12:SAS_AwaitSNW

This transition shall occur if this state receives an ALIGN Received (1) message before the SNLT timer
expires.

6.7.4.4.5 Transition SP10:SAS_AwaitALIGN to SP14:SAS_Fail

This transition shall occur if the SNTT timer expires.

6.7.4.5 SP11:SAS_AwaitALIGN1 state

6.7
Th

Edch time this state receives a DWS Lost message, this state may send a Start DWS meéssage to {

SH

6.1
Th
mq
6.1
Th
at

6.1
Th
ex

6.7

6.7
Th

If t
lay

Edch time this state receiyes-a DWS Lost message, this state may send a Start DWS message to {

SH
Th

6.7

Th
mq

.4.5.1 State description

s state shall repeatedly send Transmit ALIGN (1) messages to the SP transmitter.

_DWS state machine to re-acquire dword synchronization without running a new link reset’sequence.

.4.5.2 Transition SP11:SAS_AwaitALIGN1 to SP0:O0OB_COMINIT

s transition shall occur after receiving a DWS Lost message if this state does not send a Start D\
ssage.

.4.5.3 Transition SP11:SAS_AwaitALIGN1 to SP14:SAS_Fail

s transition shall occur if the SNTT timer expires. This indicates thatcthie other phy has not been able to I¢
he current rate.

.4.5.4 Transition SP11:SAS_AwaitALIGN1 to SP12:SAS. AwaitSNW

pires. This indicates that the other phy has been able-to’lock at the current rate.
4.6 SP12:SAS_AwaitSNW state

.4.6.1 State description
s state shall repeatedly send Transmif ALIGN (1) messages to the SP transmitter.

nis is the last speed negotiation window, this state shall send a Start SL_IR Receiver confirmation to the |
er.

_DWS state machine te\re=acquire dword synchronization without running a new link reset sequence.

s state waits for the SNTT timer to expire or for a Stop SNTT request.

.4.6.2 Transition’ SP12:SAS_AwaitSNW to SP0:0O0OB_COMINIT

s transition‘shall occur after receiving a DWS Lost message if this state does not send a Start D\
ssage:

he

ck

s transition shall occur if this state receives an ALIGN Received (1) message before the SNLT timer

nk

he

6.7

46.3 Transition SP12:SAS_AwaitSNW to SP13:SAS_Pass

This transition shall occur after the SNTT timer expires or after receiving a Stop SNTT request.

6.7.4.7 SP13:SAS_Pass state

6.7.4.7.1 State description

Th

is state determines if:

a) another SAS speed negotiation window is required; and
b) the SAS speed negotiation is complete.
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Each time this state receives a DWS Lost message, this state may send a Start DWS message to the
SP_DWS state machine to re-acquire dword synchronization without running a new link reset sequence.

6.7.4.7.2 Transition SP13:SAS_Pass to SP0:O0OB_COMINIT

This transition shall occur after receiving a DWS Lost message if this state does not send a Start DWS
message.

6.7.4.7.3 Transition SP13:SAS_Pass to SP8:SAS_Start

Th
SH

Th

6.7

Th
the

6.7

6.7
Th

6.7
Th

6.7
Th

or:

s transition shall occur It the state machine has not fallen back (i.e., transitioned from SP14:SAS_FKal
8:SAS_Start) during this current SAS speed negotiation sequence.

s transition shall include a SAS Speed Negotiation Window Rate argument with the transition.

.4.7.4 Transition SP13:SAS_Pass to SP15:SAS_PHY_Ready
s transition shall occur if speed negotiation has progressed to where it failed and then had fallen back
last negotiated speed and then subsequently passed.

4.8 SP14:SAS_Fail state

.4.8.1 State description
s state determines if the SAS speed negotiation window failure occurred because:

a) the maximum SAS speed negotiation window has been attempted and there haven't been any
successful negotiated physical link rates;

b) the SAS speed negotiation failed after dropping back:to the last successful SAS speed negotiation
window;

c) the SAS speed negotiation has failed and there was a previous successful SAS speed negotiation

d) no SAS speed negotiation has previously passed and the maximum SAS speed negotiation windo
has not yet been attempted.

.4.8.2 Transition SP14:SAS_Fail to SP1:©0B_AwaitCOMX

s transition shall occur if:

a) the maximum SAS speed negotiation window has been attempted and there haven't been any
successful negotiated physical link rates; or

b) the SAS speed negotiation failed after dropping back to the last successful SAS speed negotiation
window rate.

.4.8.3 Transition SP14'SAS _Fail to SP8:SAS_Start
s transition shalkoccur:

a) after setting the SAS speed negotiation window rate to one less than the current SAS speed negot
ation"'window rate; and

b) ifthe 'SAS speed negotiation has failed and there was a previous successful SAS speed negotiatign;

—

o

or

=

a) aiter seting the SAS speed negotiation Window rate 1o one greater than the current SAS speed
negotiation window rate; and

b) if no SAS speed negotiation has previously passed and the maximum supported SAS speed negoti-

ation window rate has not yet been attempted.

This transition shall include which speed negotiation window rate to attempt next in a SAS Speed Negotiation
Window Rate argument.
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6.7

4.9 SP15:SAS_PHY_Ready state

6.7.4.9.1 State description

Thi

s state waits for a COMINIT Detected message, a DWS Lost message, or a DWS Reset message.

While in this state dwords from the link layer are transmitted at the negotiated physical link rate at the rate
established in the previous speed negotiation window.

Upon entering this state, this state shall send a Phy Layer Ready (SAS) confirmation to the link layer to

n

Edch time this state receives a DWS Lost message, this state may send a Start DWS message to 1
SH_DWS state machine to re-acquire dword synchronization without running a new link reset sequence.

6.7
Th

6.7

6.1
Fig

deyice phy and behaves as if it were a SATA host phy, initiating‘the SATA speed negotiation sequence. The

stg

The power management states defined in this standard are for SAS initiator devices that support be
atthched to SATA devices; expander devices attached<te SATA devices do not support power managemen
thig standard.

icate that the ph\]/cir‘nl link has bheen hrmlghf Up-St mrnceflllly iInSAS mode

.4.9.2 Transition SP15:SAS_PHY_Ready to SP0:0O0B_COMINIT
s transition shall occur after:

a) receiving a COMINIT Detected message;

b) receiving a DWS Lost message, if this state does not send a Start DWS message; or
c) receiving a DWS Reset message.

.5 SATA host emulation states

.5.1 SATA host emulation states overview

tes are indicated by state names with a prefix of SATA.

he

ure 69 shows the SATA host emulation states, in which the phyyhas detected that it is attached to a SATA

se

ng
in
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SP (phy layer) state machine - SATA host emulation states
Power on or
. ' (to all states, | hard reset or
SP17:SATA_ SP18:SATA_ causing Management ,
SP16:SATA_ Await Await  transition to Reset !
COMWAKE COMWAKE NoCOMWAKE  spo- <4------- ‘
ﬂﬁB COMINITY
SP7. | COMWARKE | COMWAKE | = 7
0OOB__ Transmitted Detected COMWAKE R
AwaitCOMSAS | Transmit £ _Completed>
COMWAKE
_ COMWAKE__ _.COMWAKE _ ] SP19:SATA
Transmitted Completed AwaitALIGN
COMWAKE
" Detected T ALIGN
-=--Received{=* ALIGN detect
timeout or
(0) i
L : DWS Lost
( Transwiit
< -4—» SPO.
> D10.2
O0B_COMINIT
e SP_DWS <& Start DWS'{ — ——
SP_DWS ~=-DWS Lost™
COMWAKE Detected oronra ALIGNO
. : 3 C [ Received
SP23:SATA PM Partial TransmitAKIGN
SP20:SATA_
. i _ AdjustSpeed
: __ COMWAK <] Transmit ALIGN (0)
| Detected - ==Dword Received-T>{—Transmitter Ready—
~—EXxit Partial = 9] i
. . S.&MALS =-DWS LOSt" - <=Transmitter ReadyD-__TLa_n_Sr_nE.D
N/_Exn_Partlal—qﬁ D10.2
SP_DWS --pWS Lost # - -Set Rate: >
SP24:SATA _PM_Slumber —DWS Lost—yp»- SPQ.  =DWS Lost#
00B_COMINIT SPO:
\___COMWAKE QOB _COMINIT
\ Detected SP22:SATA PHY Ready
(
] NonALIGNs A
‘< -Exit Slumber- == Received )
;Exit_SIumber— \——Enter Partial --Phy Layer Ready (SATA)
__-COMWAKE|>< Enter Slumber: !
betected _ [
SP_DWS =----DWS Lost == -{= - -Enter Partial-*
SP_DWS ---DWS Reset- = I
)
SPO: -4COMINIT Detected or DWS Lost or DWS Reset—}=-Enter Slumber -~
0O0B_COMINIT
- == =COMMAKE Dotocted =

Figure 69 — SP (phy layer) state machine - SATA host emulation states
6.7.5.2 SP16:SATA_COMWAKE state

6.7.5.2.1 State description

This state shall send a Transmit COMWAKE message to the SP transmitter and wait for a COMWAKE
Transmitted message.
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6.7.5.2.2 Transition SP16:SATA_COMWAKE to SP17:SATA_AwaitCOMWAKE

This transition shall occur after receiving a COMWAKE Transmitted message.

6.7.5.3 SP17:SATA_AwaitCOMWAKE state

6.7.5.3.1 State description

Th

is state waits for COMWAKE to be received.

6.
Th

6.7
6.7
Th

6.7
Th

6.7
6.7

Un
Th

Th
en
6.7
Th
Tirl
ph
6.7
Th

6.7

.2.3.2 Transition SP1/:SATA_AwaltCOMWAKE to SP18:SATA_AwaltNoCOMWAKE

s transition shall occur after receiving a COMWAKE Detected message.
.5.4 SP18:SATA_AwaitNoCOMWAKE state

.5.4.1 State description
s state waits for a COMWAKE Completed message.

.5.4.2 Transition SP18:SATA_AwaitNoCOMWAKE to SP19:SATA_AwaitALIGN

s transition shall occur after receiving a COMWAKE Completed message-
.5.5 SP19:SATA_AwaitALIGN state

.5.5.1 State description
on entering this state, this state shall send a Start DWS message to the SP_DWS state machine.
s state shall:

a) repeatedly send Transmit D10.2 messages tothe SP transmitter;

b) initialize and start the Await ALIGN Timeoutiimer; and

c) wait for an ALIGN Received (0) message.to be received or for the Await ALIGN Timeout timer to
expire.

E phy shall start transmitting D10.2 charaeters no later than a COMWAKE response time (see 6.6.2.2) a
ry into this state.
.5.5.2 Transition SP19:SATA JAwaitALIGN to SP20:SATA_AdjustSpeed

s transition shall occur ifthis state receives an ALIGN Received (0) message before the Await ALl
heout timer expires. The ALIGN Received (0) message indicates an ALIGN(0) was received at any of
ysical link rates suppotted by this phy.

.5.5.3 Transition)SP19:SATA_AwaitALIGN to SP0:OOB_COMINIT

s transition‘shall occur if the Await ALIGN Timeout timer expires.

.5.6, SP20:SATA_AdjustSpeed state

6.7

5:6.1 State description

ter

5N
he

This state waits for the SP transmitter to adjust to the same physical link rate of the ALIGNs that were
detected by the receiver circuitry.

Th

is state shall:

1) send a Set Rate message to the SP transmitter; and
2) repeatedly send Transmit D10.2 messages to the SP transmitter.

6.7.5.6.2 Transition SP20:SATA_AdjustSpeed to SP0:OOB_COMINIT

Th

is transition shall occur after receiving a DWS Lost message.
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6.7.5.6.3 Transition SP20:SATA_AdjustSpeed to SP21:SATA_TransmitALIGN

Th

is transition shall occur after receiving a Transmitter Ready message.

6.7.5.7 SP21:SATA_TransmitALIGN state

6.7.5.7.1 State description

Th

is state shall repeatedly send Transmit ALIGN (0) messages to the SP transmitter.

(E)

6.
Th

6.7

Th
oth

6.7

6.7

.0.7.2 Transition SP21:SATA_TransmitALIGN to SP0O:OOB_COMINIT

s transition shall occur after receiving a DWS Lost message.

.5.7.3 Transition SP21:SATA_TransmitALIGN to SP22:SATA_PHY_Ready

s transition shall occur after receiving three consecutive Dword Received messages containing dwo
er than ALIGN(O).

.5.8 SP22:SATA_PHY_Ready state

.5.8.1 State description

While in this state dwords from the link layer are transmitted at the neggétiated physical link rate at the r

es

Th
ha

Th
Ea
SH
6.7
Th

6.7
Th

6.7
Th

6.7

ablished in the previous speed negotiation window.

s state shall send a Phy Layer Ready (SATA) confirmation to thédink layer to indicate that the physical |
5 been brought up successfully in SATA mode.

s state waits for a COMINIT Detected message, a DWS Lost message, or a DWS Reset message.

ch time this state receives a DWS Lost message, this state may send a Start DWS message to {
| DWS state machine to re-acquire dword synchronization without running a new link reset sequence.
.5.8.2 Transition SP22:SATA_PHY_Ready t0'SP1:00B_COMINIT

s transition shall occur after:

a) receiving a COMINIT Detected:message;
b) receiving a DWS Lost messdge, if this state does not send a Start DWS message; or
c) receiving a DWS Reset message.

.5.8.3 Transition SP22:3ATA_PHY_Ready to SP23:SATA_PM_Partial

s transition shall occut after receiving an Enter Partial request.

.5.8.4 Transition SP22:SATA_PHY_Ready to SP24:SATA_PM_Slumber

s transition.shall occur after receiving an Enter Slumber request.

.5.9 SR23'SATA_PM_Partial state

6.7

ds

hte

nk

.5:9.1 State description

This state waits for a COMWAKE Detected message or an Exit Partial request.

6.7.5.9.2 Transition SP23:SATA_PM_Partial to SP16:SATA_ COMWAKE

This transition shall occur after receiving a Exit Partial request.

6.7.5.9.3 Transition SP23:SATA_PM_Partial to SP18:SATA_AwaitNoCOMWAKE

This transition shall occur after receiving a COMWAKE Detected message.
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6.7.5.10 SP24:SATA_PM_Slumber state

6.7.5.10.1 State description

This state waits for a COMWAKE Detected message or an Exit Slumber request.

6.7.5.10.2 Transition SP24:SATA_PM_Slumber to SP16:SATA_COMWAKE

This transition shall occur after receiving a Exit Slumber request.

6.
Th

6.

6.9
Ea

Th
se

fonces K28.5 characters into the first character position to effectively perform dword alignment wh

reg
re

pri
en

w
arg

=

While dword synchronization is lost, the data stream.¥eceived is invalid and dwords shall not be passed to

lin
Th

Th

Af:l:er dword synchronization has been achieved, this state machine monitors invalid dwords that are receiv

.9.10.3 Transition SP24:SATA_PM_Slumber to SP18:SATA_AwaltNoCOMWAKE

s transition shall occur after receiving a COMWAKE Detected message.
B SP_DWS (phy layer dword synchronization) state machine

.1 SP_DWS state machine overview
ch phy includes an SP_DWS state machine.

s state machine establishes the same dword boundaries at the receiver as at(the attached transmitter
hrching for control characters. A receiver in the phy monitors and decodes:the’incoming data stream 3

uested by the SP_DWS state machine. The receiver continues to reestablish dword alignment by forc
eived K28.5 characters into the first character position until a valid, primitive is detected. The result
Mitives, dwords and valid dword indicators (e.g., encoding error iridicators) are sent to this state maching
Able it to determine the dword synchronization policy.

en an invalid dword is detected, it requires two valid dwords to nullify its effect. When four invalid dwo
detected without nullification, dword synchronization is considered lost.

layer.
s state machine consists of the following . states:

a) SP_DWSO0:AcquireSync (see 6,8:3)(initial state);
b) SP_DWS1:Validl (see 6.8.4);

c) SP_DWS2:Valid2 (see 6.8.5);

d) SP_DWS3:SyncAcquired\(see 6.8.6);

e) SP_DWS4:Lostl (see.6)8.7);

f) SP_DWSh5:LostlRecovered (see 6.8.8);

g) SP_DWS6:Lost2.(see 6.8.9);

h) SP_DWS7:Lost2Recovered (see 6.8.10);

i) SP_DWS8:lest3 (see 6.8.11); and

i) SP_DWS9:Lost3Recovered (see 6.8.12).

s state miachine shall start in the SP_DWSO0:AcquireSync state after:

a) , power on;

by
nd
en
ng
ANt
to

bd.
ds

Th

Th

b). “hard reset;

CONTROL function in an expander device); or
d) receiving a Stop DWS message from the SP state machine.

is state machine receives the following messages from the SP state machine (see 6.7):

a) Start DWS; and
b) Stop DWS.

is state machine sends the following messages to the SP state machine:

a) DWS Lost; and
b) DWS Reset.
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The SP_DWS state machines shall maintain the timers listed in table 45.

Table 45 — SP_DWS timers

Timer

Initial value

DWS Reset Timeout timer

1ms

Figure 70 shows the SP_DWS state machine.

4 L . A\
SP_DWS (phy layer dword synchronization) state machine
SP_DWSO0: SP_DWS1: SP_DWS2: SP_DWS3:
AcquireSync Valid1l Valid2 SyncAcquired
Primitive—fF—Primitive—f——Primitive—»
- -Find Dword =[>
/—><—Invalid dword—
(><—Invalid dword
- - - -Start DWS--- SP (to all states, | Power on or
----- DWS Resetp SP causing hard reset or
—TT > transition to Management
; SP_DWSO0: Reset
TS Invalid dword- -
veR AcquireSync) -------
(to all states) <} ---Dword Received--
(to all states, causing transition t0 «g-----. Stop DWS --- SH
9 SP:.DWSO0:AcquireSync)
\
.
SP_DWS4: SP- DWS6: SP_DWSS:
Lostl Lost2 Lost3
~ > Invalid dword > Invalid dword———Invalid dword
- ~ > ~  |-DWS Lost-p SP
——Valid dword\ ——Valid dword-\ ——Valid dword—\
(—/» —T
SP_DWSS5: SP_DWST: SP_DWS9:
LostlRecovered Lost2Recovered Lost3Recovered
«—
—Invalid dword | Invalid dword —Invalid dword
; Valid dword Valid dword
\-Valid dword \
Sp <---DWS Lost--
\_ _ _/

Figure 70 — SP_DWS (phy layer dword synchronization) state machine
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6.8.2 SP_DWS receiver

The SP_DWS receiver receives the following messages from the SP_DWS state machine:

a) Find Dword.

The SP_DWS receiver sends the following messages to the SP_DWS state machine:

a) Dword Received (Valid Primitive);
b) Dword Received (Valid Data Dword); and
c) Dword Received (Invalid).

e
ch
SH
sh

6.8

6.8
Th

After receiving a Start DWS message, this state shall:

Ui)n receiving a Find Dword message, the SP_DWS receiver shall monitor the input data stream and fo

h K28.5 character detected into the first character position as a possible dword. If the next-thi
hracters are data characters, it shall send the dword as a Dword Received (Valid Primitive) message to
DWS state machine. Until it receives another Find Dword message, for every four characters:it receive
Bl

a) send a Dword Received (Invalid) message to the SP_DWS state machine if the.dword is an invalid
dword (see 3.1.66);

b) send a Dword Received (Valid Primitive) message to the SP_DWS state machine if the dword is a
primitive (i.e., the dword contains a K28.5 character in the first character position followed by three
data characters); or

c) send a Dword Received (Valid Data Dword) message to the SP_DWS state machine if the dword i
not an invalid dword or a primitive.

.3 SP_DWSO0:AcquireSync state

.3.1 State description

s is the initial state of this state machine.

a) send a Find Dword message to the SP_DWS receiver; and
b) initialize and start the DWS Reset Timeout timer;

ce
ee
he
S it

If §his state is entered from SP_DWS1:Validl or SP_DWS2:Valid2, this state shall send a Find Dwagrd

me

If this state is entered from SP_DWS1:Validl or SP_DWS2:Valid2 and the DWS Reset Timeout timer H

ex

inifiate a new link reset sequence because dword synchronization has been lost for too long).

Th
If t

6.8

Th
Pr

ssage to the SP_DWS receiver. and the' DWS Reset Timeout timer shall continue running.
pired, this state may send a.DWS Reset message to the SP state machine (e.g., if the phy chooses
s state shall not send a-DWS Reset message to the SP until the DWS Reset Timeout timer expires.

ne DWS Reset Timeout timer expires, this state may send a DWS Reset message to the SP state machi

.3.2 Transitign.SP_DWSO0:AcquireSync to SP_DWS1:Validl

s transition'shall occur after sending a Find Dword message and receiving a Dword Received (V4
mitive)smessage.

as
(0)

—

ne.

id

6.8

A SP_DWS1:Valid1 state

6.8.4.1 State description

This state is reached after one valid primitive has been received. This state waits for a second valid primitive

or
Th

an invalid dword.

e DWS Reset Timeout timer shall continue running.

6.8.4.2 Transition SP_DWS1:Valid1 to SP_DWSO0:AcquireSync

This transition shall occur after receiving a Dword Received (Invalid) message or after the DWS Reset
Timeout timer expires.
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6.8.4.3 Transition SP_DWS1:Valid1 to SP_DWS2:Valid2
This transition shall occur after receiving a Dword Received (Valid Primitive) message.
6.8.5 SP_DWS2:Valid2 state

6.8.5.1 State description

This state is reached after two valid primitives have been received without adjusting the dword
synchronization. This state waits for a third valid primitive or an invalid dword.

The DWS Reset Timeout timer shall continue running.

6.8.5.2 Transition SP_DWS2:Valid2 to SP_DWSO0:AcquireSync

Thiis transition shall occur after receiving a Dword Received (Invalid) message or after the_DWS Resget
Timeout timer expires.

=

6.8.5.3 Transition SP_DWS2:Valid2 to SP_DWS3:SyncAcquired

Thjs transition shall occur after receiving a Dword Received (Valid Primitive) message.
6.8.6 SP_DWS3:SyncAcquired state

6.8.6.1 State description

Thiis state is reached after three valid primitives have been‘received without adjusting the dwgrd
synchronization.

The most recently received primitive and all subsequent dwords shall be forwarded for processing by the [jnk
layer.

Thjs state waits for a Dword Received (Invalid) message, which indicates that dword synchronization might(be
logt.

6.8.6.2 Transition SP_DWS3:SyncAcquired-to SP_DWS4:Lost1l

Thijs transition shall occur after receiving aBword Received (Invalid) message.
6.8.7 SP_DWS4:Lostl state

6.8.7.1 State description

This state is reached when.one invalid dword has been received and not nullified. This state waits for a Dword
Received message.

6.8.7.2 Transition\.SP_DWS4:Lostl to SP_DWS5:Lost1Recovered

Thiis transition’shall occur after receiving a Dword Received (Valid Data Dword) message or a Dwo¢rd
Rdceived (\Valid Primitive) message.

6.8.7.3\Transition SP_DWS4:Lostl to SP_DWS6:Lost2
ThiSTransition shall occur aiter receiving a Dword Received (Invalid) message. .

6.8.8 SP_DWSb5:Lost1Recovered state

6.8.8.1 State description

This state is reached when a valid dword has been received after one invalid dword had been received. This
state waits for a Dword Received message.
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6.8.8.2 Transition SP_DWS5:Lost1Recovered to SP_DWS3:SyncAcquired

This transition shall occur after receiving a Dword Received (Valid Data Dword) message or a Dword
Received (Valid Primitive) message.

6.8.8.3 Transition SP_DWS5:Lost1Recovered to SP_DWS6:Lost2

This transition shall occur after receiving a Dword Received (Invalid) message.

6.8.9 SP_DWS6:Lost2 state

6.9
Th
Dw
6.9
Th
Re
6.9
Th

6.8

6.9
Th
st
6.9
Th
Re
6.9
Th

6.8

6.8

Th
Dw

If g
stg

.9.1 State description

s state is reached when two invalid dwords have been received and not nullified. This state waits fo
ord Received message.

.9.2 Transition SP_DWS6:Lost2 to SP_DWS7:Lost2Recovered

ceived (Valid Primitive) message.

.9.3 Transition SP_DWS6:Lost2 to SP_DWS8:Lost3

s transition shall occur after receiving a Dword Received (Invalid) message.
.10 SP_DWS7:Lost2Recovered state

.10.1 State description

s state is reached when a valid dword has been received.after two invalid dwords had been received. T
te waits for a Dword Received message.

.10.2 Transition SP_DWS7:Lost2Recovered ta;SP_DWS4:Lostl

ceived (Valid Primitive) message.

.10.3 Transition SP_DWS7:Lost2Récovered to SP_DWS8:Lost3

s transition shall occur after receiving a Dword Received (Invalid) message.
.11 SP_DWS8:Lost3 state

.11.1 State description

s state is reached.when three invalid dwords have been received and not nullified. This state waits fo
ord Received message.

te shallksend a DWS Lost message to the SP state machine.

is transition shall occur after receiving a Dword Received (Valid Data Dword){message or a Dword

his

is transition shall occur after receiving a Bword Received (Valid Data Dword) message or a Dword

Dword Received (Invalid) message is received (i.e., the fourth non-nullified invalid dword is received), this

6.8

L2 Transition SP_DWS8:Lost3 to SP_DWS9:Lost3Recovered

This transition shall occur after receiving a Dword Received (Valid Data Dword) message or a Dword
Received (Valid Primitive) message.

6.8.11.3 Transition SP_DWS8:Lost3 to SP_DWSO0:AcquireSync

This transition shall occur after sending a DWS Lost message.
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6.8.12 SP_DWS9:Lost3Recovered state

6.8.12.1 State description

This state is reached when a valid dword has been received after three invalid dwords had been received.

This state waits for a Dword Received message.

If a Dword Received (Invalid) message is received (i.e., the fourth non-nullified invalid dword is received), this

state shall send a DWS Lost message to the SP state machine.

6.8.12.2 Transition SP_DWS9:Lost3Recovered to SP_DWS6:Lost?2

Thiis transition shall occur after receiving a Dword Received (Valid Data Dword) message or a-Bword

Rdceived (Valid Primitive) message.

6.8.12.3 Transition SP_DWS9:Lost3Recovered to SP_DWSO0:AcquireSync

Thjs transition shall occur after sending a DWS Lost message.

6.9 Spin-up

If & SAS target device receives COMSAS during the reset sequence, it shall not,spin-up until allowed by
SA PC state machine (see 10.2.8).

If & SAS target device supporting SATA does not receive COMSAS during the reset sequence, it shall foll
SATA spin-up rules (see ATA/ATAPI-7 V3).

Expander devices attached to SATA devices may halt the automatic phy reset sequence to delay spin-up; t
is talled SATA spinup hold. This is reported in the SMP DISCOVER function (see 10.4.3.5) and is releag
with the SMP PHY CONTROL function (see 10.4.3.10).

NOTE 8 - Enclosures supporting both SATA devices and\SAS target devices may need to sequence power to
each attached device to avoid excessive power consumption during power on, since the SATA devices may
spin-up automatically after power on.

his
ed
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7 Link layer

7.1 Link layer overview

The link layer defines primitives, address frames, and connections. Link layer state machines interface to the
port layer and the phy layer and perform the identification and hard reset sequences, connection
management, and SSP, STP, and SMP specific frame transmission and reception.

7.2 Primitives

7.2.1 Primitives overview

Primitives are dwords whose first character is a K28.3, K28.5, or K28.6 control character. Primitives are pot
copsidered big-endian or little-endian; they are just interpreted as first, second, third, and last.charactdrs.
Table 46 defines the primitive format.

=

Table 46 — Primitive format

Character | Description

K28.5 or K28.6 control character (for primitives defined in'this standard) or K28.3

First control character (for primitives defined by SATA).

Second Constant data character.

Third Constant data character.

Last Constant data character.
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Table 47 — Primitives not specific to type of connection (Sheet 1 of 2)

b

From To P Primitive
Primitive Use @ sequence
I E|T|I|E|T type ©
AP (NORMAI ) NoConn E | | F | T Single
AIP (RESERVED 0) NoConn I E|T Single
AIP (RESERVED 1) NoConn I E|T Sihgle
AIP (RESERVED 2) NoConn | E| T Single
AIP (RESERVED WAITING ON PARTIAL) NoConn I | E | [T Single
AIP (WAITING ON CONNECTION) NoConn E I | EGNT Single
AIP (WAITING ON DEVICE) NoConn E I (\EM| T Single
AIP (WAITING ON PARTIAL) NoConn E MNME | T Single
ALIGN (0) All I E|,T)I | E|T Single
ALIGN (1) All I ENNT | E|T Single
ALIGN (2) All I;JE/[T|I]E|T]| Single
ALIGN (3) All INE | T|I|E|T Single
BREAK All I|E|T|I1|E| T |Redundant
BROADCAST (CHANGE) NoConn| I | E I E|T Redundqnt
BROADCAST (RESERVED 0) NeConn I E|T Redunda{nt
BROADCAST (RESERVED 1) NoConn I E| T Redunda{nt
BROADCAST (RESERVED 2) NoConn I E|T Redunde{nt
BROADCAST (RESERVED 3) NoConn I E|T Redunda{nt
BROADCAST (RESERVED 4) NoConn | E| T Redunddnt
BROADCAST (RESERVED CHANGE 0) NoConn I E|T Redunda{nt
BROADCAST (RESERVED CHANGE 1) NoConn | | E | T |Redundant
GLOSE (CLEAR AFFILIATION) STP I T Triple
GLOSE (NORMAL) Conn | | T T Triple
GLOSE (RESERVED 0) Conn I T Triple
(GLOSE (RESERVED 1) Conn I T Triple
HOAF NoConn| | | E | T |I|E|T Single
HRROR All E I E|T Single
HARD_RESET NoConn| I | E I | E| T |Redundant
NOTIFY (ENABLE)SPINUP) All I | E T Single
NOTIFY (RESERVED 0) All I E|T Single
NOTIFY (RESERVED 1) All | E| T Single
NOTIFY:-(RESERVED 2) All I E| T Single
QREN: ACCEPT NoConn | | T T Single
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Table 47 — Primitives not specific to type of connection (Sheet 2 of 2)

From P To P Primitive
Primitive Use @ sequence
I E|TI|I]|E|T type ©
OPEN_REJECT (BAD DESTINATION) NoConn E I T Single
gﬁESaFéEéi?T (CONNECTION RATE NOT NoCom | 11 E LT 11 T Single
PEN REJECT (NO DESTINATION) NoConn E L T Single
QPEN_REJECT (PATHWAY BLOCKED) NoConn E | T | Single
QPEN_REJECT (PROTOCOL NOT SUPPORTED) NoConn | | T T Single
QPEN_REJECT (RESERVED ABANDON 0) NoConn I T Single
QPEN_REJECT (RESERVED ABANDON 1) NoConn | T Single
QPEN_REJECT (RESERVED ABANDON 2) NoConn I T Single
QPEN_REJECT (RESERVED ABANDON 3) NoConn I T Single
QPEN_REJECT (RESERVED CONTINUE 0) NoConn | T Single
QPEN_REJECT (RESERVED CONTINUE 1) NoConn I T Single
QPEN_REJECT (RESERVED INITIALIZE 0) NoConn I T Single
QPEN_REJECT (RESERVED INITIALIZE 1) NoConn | T Single
QPEN_REJECT (RESERVED STOP 0) NoConn I T Single
QPEN_REJECT (RESERVED STOP 1) NoConn I T Single
QPEN_REJECT (RETRY) NoConn | | T T Single
QPEN_REJECT (STP RESOURCES BUSY) NoConn E|T]|I Single
QPEN_REJECT (WRONG DESTINATION) NoConn | | T T Single
OAF NoConn| | | E | T |I|E|T Single
The Use column indicates when the primitive is used:
a) NoConn: SAS physical links, outside connections;
b) Conn: SAS physical links, inside connecgtions;
c) All: SAS physical links, both outside Connections or inside any type of connection; or
d) STP: SAS physical links, inside STP connections.
The From and To columns indicate the type of ports that originate each primitive or are the intended
destinations of each primitive:
a) | for SAS initiator ports;
b) E for expander ports;and
c) T for SAS target parts.
Expander ports are not considered originators of primitives that are passing through from expander part
to expander port.
The Primitive seguence type columns indicate whether the primitive is sent as a single primitive
sequence, asrepeated primitive sequence, a triple primitive sequence, or a redundant primitive sequende
(see 7.2.4),
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Table 48 defines the primitives used only inside SSP and SMP connections.

Table 48 — Primitives used only inside SSP and SMP connections

From P To ® Primitive
Primitive Use 2 sequence
I|E|T|I|E|T type ©
ACK SSP I T T Single
CREDIT_BLOCKED SSP I T T Single
DONE (ACK/NAK TIMEOUT) SSP I T T Single
DONE (CREDIT TIMEOUT) SSP I T T Single
DONE (NORMAL) SSP I T T Single
DONE (RESERVED 0) SSP I T Single
DONE (RESERVED 1) SSP | T Single
DONE (RESERVED TIMEOUT 0) SSP I T Single
DONE (RESERVED TIMEOUT 1) SSP I T Single
EOF SSP, SMP | | T T Single
NAK (CRC ERROR) SSP I T T Single
NAK (RESERVED 0) SSR I T Single
NAK (RESERVED 1) SSP | T Single
NAK (RESERVED 2) SSP I T Single
RRDY (NORMAL) SSP I T T Single
RRDY (RESERVED 0) SSP I T Single
RRDY (RESERVED 1) SSP I T Single
SOF SSP, SMP | | T T Single
8 The Use column indicates'when the primitive is used:
a) SSP: SAS physical links, inside SSP connections; or
b) SMP: SAS physical links, inside SMP connections.
b The From and Ta:eolumns indicate the type of ports that originate each primitive or are the intended
destinations of‘each primitive:
a) | for SSP initiator ports and SMP initiator ports;
b) E for.&xpander ports; and
c) T<orSSP target ports and SMP target ports.
Expander ports are not considered originators of primitives that are passing through from expander
port to expander port.
€-The Primitive sequence type columns indicate whether the primitive is sent as a single primitive
Sequence, a repeated primitive SeqUENnce, a tiple primitive SEqUENCE, or a redundant primitve
sequence (see 7.2.4).
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Table 49 lists the primitives used only inside STP connections and on SATA physical links.

Table 49 — Primitives used only inside STP connections and on SATA physical links

b b
S a From To Primitive
Primitive Use sequence tvpe ©
L E|T E|T q yp
SATA_CONT STP, SATA | T T Single
SATA_DMAT STP, SATA I T T Single
SATA_EOF STP, SATA I T T Single
$ATA_ERROR SATA E T Single
$ATA_HOLD STP, SATA I T Repeated
$ATA_HOLDA STP, SATA I T Repeated
$ATA_PMACK STP, SATA Single
SATA_PMNAK STP, SATA I E T Single
$ATA_PMREQ_P STP, SATA Repeated
$ATA_PMREQ_S STP, SATA Repeated
$ATA_R_ERR STP, SATA I T T Repeated
SATA_R_IP STP, SATA I T T Repeated
$ATA_R_OK STP, SATA I T T Repeated
$ATA R_RDY STP, SATA | T T Repeated
$ATA_SOF STP, SATA I T T Single
$ATA_SYNC STPR, SATA I T T Repeated
SATA_WTRM STP, SATA I T T Repeated
$ATA_X_RDY STP, SATA I T T Repeated
' The Use column indicates-when the primitive is used:
a) STP: SAS physicaltinks, inside STP connections; or
b) SATA: SATA physical links.
P The From and To €elumns indicate the type of ports that originate each primitive or are the intended
destinations of €ach primitive:
a) | for STRunitiator ports and SATA host ports;
b) E forexpander ports; and
c) T fonSTP target ports and SATA device ports.
Expandér ports are not considered originators of primitives that are passing through from expander poft
| telexpander port.
- CFhe Primitive sequence type columns indicate whether the primitive is sent as a single primitive
SE(UETCE, a TEpeated pPrimitive SEqUETICE, & tpie Primmitive SEqUeETICE, O a Tedurndarnt pritmitive
sequence (see 7.2.4).
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7.2.3 Primitive encodings

Table 50 defines the primitive encoding for primitives not specific to type of connection.

Table 50 — Primitive encoding for primitives not specific to type of connection (Sheet 1 of 2)

Character
Primitive
18t 2nd 3'd 4 (1ast)

AIP (NORMAL) K28.5 D27.4 D27.4 D27.4
AIP (RESERVED 0) K28.5 D27.4 D31.4 D16.7
AIP (RESERVED 1) K28.5 D27.4 D16.7 D30.0
AIP (RESERVED 2) K28.5 D27.4 D29.7 D01.4
AIP (RESERVED WAITING ON PARTIAL) K28.5 D27.4 DOor4 D07.3
AIP (WAITING ON CONNECTION) K28.5 D27.4 D0O7.3 D24.0
AIP (WAITING ON DEVICE) K28.5 D27.4 D30.0 D29.7
AIP (WAITING ON PARTIAL) K28.5 D274 D24.0 D04.7
ALIGN (0) K28.5 D10.2 D10.2 D27.3
ALIGN (1) K285 D07.0 D07.0 DO07.0
ALIGN (2) K28.5 D01.3 DO01.3 DO01.3
ALIGN (3) K28.5 D27.3 D27.3 D27.3
BREAK K28.5 D02.0 D24.0 D07.3
BROADCAST (CHANGE) K28.5 D04.7 D02.0 D01.4
BROADCAST (RESERVED 0) K28.5 D04.7 D07.3 D29.7
BROADCAST (RESERVED 1) K28.5 D04.7 D01.4 D24.0
BROADCAST (RESERVED 2) K28.5 D04.7 D04.7 D04.7
BROADCAST (RESERVED-3) K28.5 D04.7 D16.7 D02.0
BROADCAST (RESERVED 4) K28.5 D04.7 D29.7 D30.0
BROADCAST (RESERVED CHANGE 0) K28.5 D04.7 D24.0 D31.4
BROADCAST(RESERVED CHANGE 1) K28.5 D04.7 D27.4 D07.3
CLOSE (CLEAR AFFILIATION) K28.5 D02.0 D07.3 D04.7
CLOSE(NORMAL) K28.5 D02.0 D30.0 D27.4
CLOSE (RESERVED 0) K28.5 D02.0 D31.4 D30.0
CLOSE (RESERVED 1) RKZ85 DOZ0 DOZ7 DOTZ
EOAF K28.5 D24.0 D07.3 D31.4
ERROR K28.5 D02.0 D01.4 D29.7
HARD_RESET K28.5 D02.0 D02.0 D02.0
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Table 50 — Primitive encoding for primitives not specific to type of connection (Sheet 2 of 2)

Character
Primitive
18t 2nd 3'd 41 (1ast)

NOTIFY (ENABLE SPINUP) K28.5 D31.3 D31.3 D31.3
NOTIFY (RESERVED 0) K28.5 D31.3 D07.0 D01.3
MNOTIFY (RESERVED 1) K285 D313 DOT3 D070
NOTIFY (RESERVED 2) K28.5 D31.3 D10.2 D10:2
OPEN_ACCEPT K28.5 D16.7 D16.7 D16.7
OPEN_REJECT (BAD DESTINATION) K28.5 D31.4 D31.4 D31.4
gLFJ)EyaF\F)QI'EI'\IJEED?T (CONNECTION RATE NOT K28.5 D31.4 D04.7 D29.7
OPEN_REJECT (NO DESTINATION) K28.5 D29.7 D29.7 D29.7
OPEN_REJECT (PATHWAY BLOCKED) K28.5 D297 D16.7 D04.7
OPEN_REJECT (PROTOCOL NOT SUPPORTED) K28.5 D31.4 D29.7 D07.3
OPEN_REJECT (RESERVED ABANDON 0) K28.5 D31.4 D02.0 D27.4
OPEN_REJECT (RESERVED ABANDON 1) K285 D31.4 D30.0 D16.7
OPEN_REJECT (RESERVED ABANDON 2) K28.5 D31.4 D07.3 D02.0
OPEN_REJECT (RESERVED ABANDON 3) K28.5 D31.4 D01.4 D30.0
OPEN_REJECT (RESERVED CONTINUE 0) K28.5 D29.7 D02.0 D30.0
OPEN_REJECT (RESERVED CONTINUE 1) K28.5 D29.7 D24.0 D01.4
OPEN_REJECT (RESERVED INITIALIZE-0) K28.5 D29.7 D30.0 D31.4
OPEN_REJECT (RESERVED INITIALIZE 1) K28.5 D29.7 D07.3 D16.7
OPEN_REJECT (RESERVED\STOP 0) K28.5 D29.7 D31.4 D07.3
OPEN_REJECT (RESERVED STOP 1) K28.5 D29.7 D04.7 D27.4
OPEN_REJECT (RETRY) K28.5 D29.7 D27.4 D24.0
OPEN_REJECT(STP RESOURCES BUSY) K28.5 D31.4 D27.4 D01.4
OPEN_REJECTF (WRONG DESTINATION) K28.5 D31.4 D16.7 D24.0
SOAF K28.5 D24.0 D30.0 D01.4
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Table 51 defines the primitive encodings for primitives used only inside SSP and SMP connections.

Table 51 — Primitive encoding for primitives used only inside SSP and SMP connections

Character
Primitive
18t 2nd 3'd 4™ (last)

ACK K28.5 D01.4 D01.4 D01.4
CREDIT_BLOCKED K28.5 D01.4 D07.3 D30.0
DONE (ACK/NAK TIMEOUT) K28.5 D30.0 D01.4 D04.7
DONE (CREDIT TIMEOUT) K28.5 D30.0 D07.3 D27.4
DONE (NORMAL) K28.5 D30.0 D30.0 D30.0
DONE (RESERVED 0) K28.5 D30.0 D16.7 D01.4
DONE (RESERVED 1) K28.5 D30.0 D29.7 D31.4
DONE (RESERVED TIMEOUT 0) K28.5 D30.0 D274 D29.7
DONE (RESERVED TIMEOUT 1) K28.5 D30.0 D31.4 D24.0
EOF K28.5 D24.0 D16.7 D27.4
NAK (CRC ERROR) K28.5 D014 D27.4 D04.7
NAK (RESERVED 0) K28.5 DO01.4 D31.4 D29.7
NAK (RESERVED 1) K28.5 D01.4 D04.7 D24.0
NAK (RESERVED 2) K28:5 D01.4 D16.7 D07.3
RRDY (NORMAL) K28.5 D01.4 D24.0 D16.7
RRDY (RESERVED 0) K28.5 D01.4 D02.0 D31.4
RRDY (RESERVED 1) K28.5 D01.4 D30.0 D02.0
SOF K28.5 D24.0 D04.7 D07.3



https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

14776-150 © ISO/IEC:2004(E) 171

Table 52 lists the primitive encodings for primitives used only inside STP connections and on SATA physical
links.

Table 52 — Primitive encoding for primitives used only inside STP connections and on SATA physical

links
Character
Primitive
18t 2nd 3'd 4™ (1ast)
SATA_CONT K28.3 D10.5 D25.4 D25.4
SATA_DMAT K28.3 D21.5 D22.1 D22.1
SATA_EOF K28.3 D21.5 D21.6 D21.6
SATA_ERROR @ b K28.6 D02.0 D01.4 D29.7
SATA_HOLD K28.3 D10.5 D21.6 D21.6
SATA_HOLDA K28.3 D10.5 D21.4 D21.4
SATA_PMACK K28.3 D21.4 D21.4 D21.4
SATA_PMNAK K28.3 D21.4 D217 D21.7
SATA_PMREQ_P K28.3 D21.5 023.0 D23.0
SATA_PMREQ_S K28.3 D21.4 D21.3 D21.3
SATA_R_ERR K28.3 D215 D22.2 D22.2
SATA R_IP K28.3 b21.5 D21.2 D21.2
SATA_R_OK K28.3 D21.5 D21.1 D21.1
SATA_R_RDY K28.3 D21.4 D10.2 D10.2
SATA_SOF K28.3 D21.5 D23.1 D23.1
SATA_SYNC K28.3 D21.4 D21.5 D21.5
SATA_WTRM K28.3 D21.5 D24.2 D24.2
SATA_X_RDY K28.3 D21.5 D23.2 D23.2
a Except for SATA_ERROR, all values are defined by SATA (see ATA/ATAPI-7
b \Slz)fA_ERROR does not appear inside STP connections. It is an invalid dword,
used by expander devices forwarding an error onto a SATA physical link (see
7-2.7.1).
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7.2.4 Primitive sequences

7.2.4.1 Primitive sequences overview

Ta

An

=

pri

ble 53 summarizes the types of primitive sequences.

Table 53 — Primitive sequences

C Number of Number of
Primitive . . .
<ETUENTCE Ve times to times recejved
R P transmit to detect

Single 1 1
Repeated 2 1
Triple 3 3
Redundant 6 3

Mitive sequences inside of connections if rate matching is enabled (see-7:13).

7.3.4.2 Single primitive sequence

Pr

mitives labeled as single primitive sequences are sent one time.

7.3.4.3 Repeated primitive sequence

Pr{mitives that form repeated primitive sequences (e.gs SATA_HOLD) shall be sent two times, then

fol
ma

Ei

!

7.2

Pr
co

Re
dw
trig

y be sent inside primitive sequences as described‘in 7.2.4.1.

ure 71 shows an example of a repeated primitive sequence.

Tme——-—————»

another

STP STP SATA vendor-specific | STP

primitive | primitive CONT scrambled data

primitive

Figure 71 — Repeated primitive sequence

4.4 Triple primitive-sequence
hsecutively.;ALIGNs and NOTIFYs may be sent inside primitive sequences as described in 7.2.4.1.

ords. After receiving a triple primitive sequence, a receiver shall not detect a second instance of the sa
le-primitive sequence until it has received three consecutive dwords that are not any of the following:

y number of ALIGNs and NOTIFYs may be sent inside primitive sequencesayithout affecting the counf or
brg¢aking the consecutiveness requirements. Rate matching ALIGNs and NOTIFYs shall be sent ins

de

be

owed by SATA_CONT, then be followed by vendor-specific scrambled data dwords. ALIGNs and NOTIRYs

mitives that form triple primitive sequences (e.g., CLOSE (NORMAL)) shall be sent three tinles

ceivers_shall detect a triple primitive sequence after the identical primitive is received in three consecugjve

ne

a) the original primitive; or
b) an ALIGN or NOTIFY.
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Figure 72 shows examples of triple primitive sequences.

- — Time - — -
Triple primitive Triole primit A Triple primitive
sequence A riple primitive sequence sequence A
Y T N
AR AR R AR A VYAV YA VA VAV VR
EAREARE = 2 2
<< <|/g|g|g|q|z|< |z <|z|5|lzlz|c|lz|z o < | <<
Qo ol =/ = O ) Dl © () =1¢¢H (| = (H (H = DD
Qg9 9|© | ° T o7 253 92 53(°| I3 3Jl°| 33 °| 29 9
EEIE|RIQI2E|T EIZT EIT|RIT|= || T 8 EIF
ANACACNACAANACANCAACANCACNANNCANA A A
Receiver ? Receiver Receiver
detects detects detects
- Time >
Triple Triple Triple Tripte
primitive  primitive ~ primitive primitive
sequence sequence Sequence sequence
Receiver A Receiver Receiver Receiver
detects detects detects detects

Figure 72~ Triple primitive sequence

4.4.5 Redundant primitive sequefce

tance of the same.redundant primitive sequence until it has received six consecutive dwords that are

any of the following:

a) the griginal primitive; or
b) an-AUGN or NOTIFY.

mitives that form redundant primitive sequences (e.g., BROADCAST (CHANGE)) shall be sent six tin

nsecutive dwords. After’receiving a redundant primitive sequence, a receiver shall not detect a secqnd

es

ee

hot
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Redundant primitive

sequence A Redundant primitive sequence A
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Time

Redundant primitive

sequence A

Redundant A
Redundant A
Redundant A
Redundant A

<
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Redundant A

Receiver
detects

.4.5 Primitives not specific

Redundant primitive Redundant primitive

sequence B seqguence A

Redundant A
Redundant A
Redundant A
Redundant A
Redundant B
Redundant B
Redundant B
Redundant B
Redundant’A
Redundant A

Receiver
detects

Figure 73 — Redundant primitive sequence

to type of'connections

.4.5.1 AIP (Arbitration in progress)

Redundant A

Redundant A
Redundant A
Redundant A

Receiver
detects

P is sent by an expander dévice after a connection request to indicate that the connection request is be
cessed and indicate the status of the connection request.

ng
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The versions of AIP representing different statuses are defined in table 54.

Table 54 — AIP primitives

Primitive Description

AIP (NORMAL) Expander device has just accepted the connection request.

AIP (RESERVED 0) Reserved. Processed the same as AIP (NORMAL).

AP(RESERVED D) Reserved—Processed-the sameas AP(NORMAL):

AIP (RESERVED 2) Reserved. Processed the same as AIP (NORMAL).

AIP (WAITING ON Expander device has determined the routing for the connectionrequest,
CONNECTION) but the destination phys are all being used for connections.

AIP (WAITING ON Expander device has determined the routing for the conneCtion request
DEVICE) and forwarded it to the output physical link.

Expander device has determined the routing for the connection request,
but the destination phys are all busy with otherpartial pathways (i.e.,
connection requests that have not reached the\destination phy).

AIP (WAITING ON
PARTIAL)

AIP (RESERVED

WAITING ON PARTIAL) Reserved. Processed the same as AIR (WAITING ON PARTIAL).

Sege 7.12 for details on connections.

7.2.5.2 ALIGN
ALIGNSs are used for:

a) OOB signals;

b) character and dword alignment during the‘speed negotiation sequence;
c) clock skew management after the phy-reset sequence; and

d) rate matching during connections.

Taple 55 defines the different versions-of/ALIGN primitives.

Table 55 — ALIGN primitives

Primitive Description

Used for OOB signals, the speed negotiation sequence, clock skew management
ALIGN (0) )

and rate matching.

Used for the speed negotiation sequence, clock skew management and rate
ALIGN (1) matching.
ALIGNY2) Used for clock skew management and rate matching.
ALIGN (3) Used for clock skew management and rate matching.

Phys shall use ALIGN(0) to construct OOB signals as described in 6.5. Phys shall use ALIGN(0) and
ALIGN(1) during the speed negotiation sequence as described in 6.6.4.2. Phys shall rotate through ALIGN
(0), ALIGN (1), ALIGN (2), and ALIGN (3) for all ALIGNs sent after the phy reset sequence for clock skew
management (see 7.3) and rate matching (see 7.13).

Phys receiving ALIGNSs after the phy reset sequence shall not verify the rotation and shall accept any of the
ALIGNs at any time.

Phys shall only detect an ALIGN after decoding all four characters in the primitive.
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NOTE 9 - SATA devices are allowed to decode every dword starting with a K28.5 as an ALIGN, since ALIGN
is the only primitive defined starting with K28.5.

r clock skew management and rate matching, ALIGNs may be replaced by NOTIFYs (see 7.2.5.9).

7.2.5.3 BREAK

BREAK is used to abort a connection request or break a connection.

Se

e 7.12.6 and 7.12.8 for details on breaking connections.

7.2
BR
Th

.5.4 BROADCAST
OADCASTs are used to notify all SAS ports in a domain of an event.

e versions of BROADCAST representing different reasons are defined in table 56.

Table 56 — BROADCAST primitives

Primitive Description
BROADCAST (CHANGE) Notification of a configuration charge:
BROADCAST (RESERVED CHANGE 0) Reserved. Processed the same_as BROADCAST (CHANGE)

by SAS ports (i.e, SAS initiator' ports and SAS target ports).

Reserved. Processed,the-same as BROADCAST (CHANGE)

BROADCAST (RESERVED CHANGE 1) by SAS ports (i.e., SAS initiator ports and SAS target ports).
BROADCAST (RESERVED 0) Reserved.
BROADCAST (RESERVED 1) Reserved.
BROADCAST (RESERVED 2) Reserved:
BROADCAST (RESERVED 3) Reserved.
BROADCAST (RESERVED 4) Reserved.

When an expander port receives a BROADCAST it shall transmit the same BROADCAST on at least one

in
se
An

se
BR

BR
de

pll other expander ports. BROADCAST shall only be sent outside of connections after the phy re
juence has completed.

expander device is not required to queue multiple identical BROADCASTSs for the same expander port.
cond identical BROADCAST is requested before the first BROADCAST has been transmitted, the secqd
OADCAST may be ignored.

vices that a configuration change has occurred. BROADCAST (CHANGE) may also be transmitted by S

inifiator ports-BROADCAST (CHANGE) shall be ignored by SAS target ports.

BR

OADCAST (RESERVED CHANGE 0) and BROADCAST (RESERVED CHANGE 1) shall be process

th

same as BROADCAST (CHANGE) by SAS ports. BROADCAST (RESERVED 0), BROADCA

hy
set

fa
nd

OADCAST (CHANGE) is sent by an expander device to notify SAS initiator ports and other expander

AS

ed
ST
ST

(RESERVED 1), BROADCAST (RESERVED 2), BROADCAST (RESERVED 3), and BROADCA

(RESERVED 4) shall be ignored by SAS ports.

See 7.11 for details on SAS domain changes. See 10.4.3.3 for details on counting BROADCAST (CHANGE)
generation in an expander device.

7.2.5.5 CLOSE

CLOSE is used to close a connection. This primitive may be originated by a SAS initiator port or a SAS target
port.
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Th

e versions of CLOSE representing different reasons are defined in table 57.

Table 57 — CLOSE primitives

Primitive Description

C AR AEEH IATION) h)y _tho conneactionicean- STR caonnaction hiit oaffilliatinne ara nat
EO'SBGGEE: AL A = m A y ) B—tHEe-CoHRecHE SO CHOHPButaH O RSaHe-+Hot

Close an open STP connection and clear the affiliation (see 7.17.3).
Processed the same as CLOSE (NORMAL) if:
a) the connection is not an STP connection;

implemented by the STP target port; or
c) the connection is an STP connection, but an affiliation isthot

present.

JLOSE (NORMAL) Close a connection.

dLOSE (RESERVED 0) Reserved. Processed the same as CLOSE (NORMAL):

JLOSE (RESERVED 1) Reserved. Processed the same as CLOSE (NORMAL).
See 7.12.7 for details on closing connections.
7.4.5.6 EOAF (End of address frame)
EQAF indicates the end of an address frame.
See 7.8 for details on address frames.
7.3.5.7 ERROR
ERROR is sent by an expander device when it is forwarding dwords from a SAS physical link or SATA
physical link to a SAS physical link and it receives an invalid dword.
See 7.15 for details on error handling by expandet/devices.
SAS phys may ignore ERROR or treat it as anyinvalid dword.
7.2.5.8 HARD_RESET
HARD_RESET is used to force a phyto generate a hard reset to its port. This primitive is only valid after the
phy reset sequence without an<intervening identification sequence (see 4.4) and shall be ignored at other
times.
7.4.5.9 NOTIFY
NQTIFY may be transmitted in place of any ALIGN being transmitted for clock skew management (see 7.3) or
rate matching (se€e 7.13). Substitution of a NOTIFY may or may not affect the ALIGN sequencing (i.e., the
NQTIFY may take the place of one of the ALIGNs in the rotation through ALIGN (0), ALIGN (1), ALIGN (2)] or
ALIGN (3) of it may delay the rotation). A specific NOTIFY shall not be transmitted a second time until at lepst
three ALIGNSs or different NOTIFYs have been transmitted.
NQTHY. shall not be forwarded through expander devices. Expander devices shall substitute an ALIGN fgr a
NQITIEY if necessary.

SAS target devices are not required to detect every transmitted NOTIFY.
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The versions of NOTIFY representing different reasons are defined in table 58.

Table 58 — NOTIFY primitives

P

rimitive Description

N

Specify to an SAS target device that it may temporarily consume

OTIFY (ENABLE SPINUP) additional power while transitioning into the active or idle power condition

State.

=

OTIFY (RESERVED 0) Reserved.

=

OTIFY (RESERVED 1) Reserved.

=

OTIFY (RESERVED 2) Reserved.

NG
SA
wh

copsumes additional power and the amount of additional power is vendor specific. NOTIFY (ENAB|

SH
mg

SA

target devices (i.e., devices that report SSP target support in their IDENTIFY address frames). They sH

TIFY (ENABLE SPINUP) is transmitted by a SAS initiator port or expander port and is used to specify to
S target device that it may temporarily consume additional power (e.g. while spinning-up rotating med
ile transitioning into the active or idle power condition state. The length of timée.the SAS target dev|

INUP) shall interact with the device's power condition state transitions, conttolled by the Power Conditig
de page (see SPC-3) and/or the START STOP UNIT command (see SBC-2), as described in 10.2.8.

S initiator devices and expander devices shall use NOTIFY (ENABLE’SPINUP) while attached to S

an
ia)
ce

LE

ns

AS

all

transmit one NOTIFY (ENABLE SPINUP) after power on when the'€nclosure is ready for initial spin-up. After

the initial NOTIFY (ENABLE SPINUP), they shall transmit NOTIFY (ENABLE SPINUP) periodica
Otherwise, the selection of when and how often to transmit NOTIFY (ENABLE SPINUP) is outside the scd

of

I
on
SA
po
ST

N(
de

his standard.

NOTE 10 - The SAS initiator device or expander device uses NOTIFY (ENABLE SPINUP) to avoid exceeding
enclosure power supply capabilities during spin-up.of multiple SAS target devices. It may choose to rotate
transmitting NOTIFY (ENABLE SPINUP) across.all of its ports, distributing it to N ports at a time if the
enclosure power supply is capable of powering™N SAS target devices spinning up at a time. An expander
device may allow this timing to be configured-by a NVROM programming with enclosure-specific sequencing
patterns, or may employ more complex-dynamic interaction with the enclosure power supply.

NOTE 11 - NOTIFY (ENABLE SPINUP) should be transmitted as frequently as possible to avoid incurring
application layer timeouts.

receipt of NOTIFY (ENABLE SPINUP).

S target devices with-multiple SAS target ports shall honor NOTIFY (ENABLE SPINUP) from all SAS tar
'ts equivalently(e.g., NOTIFY (ENABLE SPINUP) received on SAS target port A serves as a wakeup fg
ART STOP UNIT command received through SAS target port B).

TIFY (RESERVED 0), NOTIFY (RESERVED 1), and NOTIFY (RESERVED 2) shall be ignored by
vices.

ly.
pe

[ nexus loss, logical unit reéset, and hard reset shall not cause a SAS target device to spin-up automatically

et

ra

all

7.2

.5720 OPEN_ACCEPT

OPEN_ACCEPT indicates the acceptance of a connection request.

See 7.12 for details on connection requests.

7.2.5.11 OPEN_REJECT

OPEN_REJECT indicates that a connection request has been rejected and indicates the reason for the
rejection. The result of some OPEN_REJECTSs is to abandon (i.e., not retry) the connection request and the
result of other OPEN_REJECTSs is to retry the connection request.
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All of the OPEN_REJECT versions defined in table 59 shall result in the originating device abandoning the
connection request.

Table 59 — OPEN_REJECT abandon primitives

Primitive Originator | Description

An expander device receives a request in which the
destination SAS address equals the source SAS address,
oF-a-cennectionreguestarrives-through-anr-expanderphy
OPEN_REJECT (BAD Expander | using the direct routing or table routing method and the
DESTINATION) phy expander device determines the connection requestweul
have to be routed to the same expander port as_the
expander port through which the connection regquest
arrived.

j

The requested connection rate is not supported on some
physical link on the pathway between\the source phy and

OPEN_REJECT destination phy. When a SAS initiator phy is directly

(QONNECTION RATE NOT Any phy | attached to a SAS target phy, the requested connection rafe

SUPPORTED) is not supported by the destination phy. The connection
request may be modified-and reattempted as described in
7.12.2.2.

Device with destingtion SAS address exists but the
destination devi¢e)does not support the requested initiatof/
target role, protocol, initiator connection tag, or features

OPEN_REJECT (PROTOCOL | Destination | . . .
(i.e., the values in the INITIATOR PORT bit, the PROTOCOL

NPT SUPPORTED) phy field, the;INITIATOR CONNECTION TAG field, and/or the
FEATURES field in the OPEN address frame are not
supported).

OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT (WRON[G

ABANDON 0) DESTINATION).

OPEN_REJECT (RESERVED Uniigwn Reserved. Process the same as OPEN_REJECT (WRON[G

ABANDON 1) DESTINATION).

OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT (WRON[G

ABANDON 2) DESTINATION).

OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT (WRONG

ABANDON 3) DESTINATION).

STP target port with destination SAS address exists but the
STP target port has an affiliation with another STP initiatof

OPEN_REJEET (STP Destination | port or all of the available task file registers have been

RESOURGCES BUSY) phy allocated to other STP initiator ports (see 7.17.3). Proces{
the same as OPEN_REJECT (WRONG DESTINATION) for
non-STP connection requests.

OPEN_REJECT (WRONG | Destinaton | 2 Co 8 0 8 i the connection reques

DESTINATION) phy P q

was delivered.
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All of the OPEN_REJECT versions defined in table 60 shall result in the originating device retrying the
connection request.

Table 60 — OPEN_REJECT retry primitives

Primitive Originator | Description
Either:
a) No such destination device;
by—a-connection+equestarrives-throbgh-an-expander
phy using the subtractive routing method and the
expander device determines the connectionrequgst
OPEN_REJECT (NO Expander would have to be routed to the same expander poft
DESTINATION) ¢ phy as the expander port through which thé-¢cennection
request arrived; or
c) the SAS address is valid for an STRtarget port in gn
STP/SATA bridge, but the initidl'\Register - Device [to
Host FIS has not been successfully received (see
10.4.3.7).
OPEN_REJECT (PATHWAY Expander | An expander device determined the pathway was blocked
BLOCKED) b phy by higher priority connection‘requests.
OPEN_REJECT (RESERVED
CONTINUE 0) @ Unknown | Reserved. Process the same as OPEN_REJECT (RETRY).
OPEN_REJECT (RESERVED
CONTINUE 1) 2 Unknown | Reserved. Process the same as OPEN_REJECT (RETRY).
OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT (NO
INITIALIZE 0) © DESTINATION).
OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT (NO
INITIALIZE 1) © DESTINATION).
Reserved. Process the same as OPEN_REJECT
OPEN—REb‘]ECT (RESERVED Unkfown | (PATHWAY BLOCKED)
STOP 0)
OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT
sfop 1) P (PATHWAY BLOCKED).
OPEN_REJECT (RETRY) 2 Destination | Device with destln_atlon SAS address exists but is not able
phy to accept connections.

O

If the I_T Nexus)Loss timer (see 8.2.2) is already running, it is stopped.

If the |_T Nexus Loss timer is already running, it continues running. Stop retrying the connection reques
the |_T Nexus Loss timer expires.
If the J.\'"Nexus Loss timer is already running, it continues running; if it is not already running, it is
initialized and started. Stop retrying the connection request if the |_T Nexus Loss timer expires.

L if

When a destinafion device detecis more than one reason to transmit an OPEN_REJECT, the device shall
transmit only one OPEN_REJECT and shall select the primitive using the following priority:

1)
2)
3)
4)
5)

OPEN_REJECT (WRONG DESTINATION) (highest priority selection);
OPEN_REJECT (PROTOCOL NOT SUPPORTED);

OPEN_REJECT (CONNECTION RATE NOT SUPPORTED);
OPEN_REJECT (STP RESOURCES BUSY); or

OPEN_REJECT (RETRY) (lowest priority selection).
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When an expander device detects more than one reason to transmit an OPEN_REJECT, the expander shall
transmit only one OPEN_REJECT primitive and shall select that primitive using the following priority:

1) OPEN_REJECT (BAD DESTINATION) or OPEN_REJECT (NO DESTINATION) (highest priority
selection);

2) OPEN_REJECT (CONNECTION RATE NOT SUPPORTED); or

3) OPEN_REJECT (STP RESOURCES BUSY) or OPEN_REJECT (PATHWAY BLOCKED) (lowest
priority selection).

See 7.12 for details on connection requests.

7.3.5.12 SOAF (Start of address frame)
SQAF indicates the start of an address frame.

See 7.8 for details on address frames.
7.3.6 Primitives used only inside SSP and SMP connections

7.4.6.1 ACK (Acknowledge)
AQK indicates the positive acknowledgement of an SSP frame.

Sefe 7.16.3 for details on SSP frame transmission.

7.4.6.2 CREDIT_BLOCKED
CREDIT_BLOCKED indicates that no more credit is going to be sent during this connection.
See 7.16.4 for details on SSP flow control.

7.4.6.3 DONE

DONE is used to start closing an SSP connection and“indicate a reason for doing so. This primitive may

o
=

Thie versions of DONE representing different reasons are defined in table 61. The SSP state mach
degcribes when these are used (see 7.16.7).

iginated by an SSP initiator port or an SSP._target port. DONE is not used to close an SMP or S
nnection.

Table 61 — DONE primitives

be
TP

Primitive Description

The SSP state machine (see 7.16.7) timed out waiting for an ACK
or NAK and the transmitter is going to transmit BREAK in 1 ms
unless DONE is received within 1 ms of transmitting the DONE
(ACK/NAK TIMEOUT).

DONE (ACK/NAKCFHIMEOUT)

DONE (RESERVED TIMEOUT 0) Reserved. Processed the same as DONE (ACK/NAK TIMEOUT).

DONE(RESERVED TIMEOUT 1) Reserved. Processed the same as DONE (ACK/NAK TIMEOUT).

DONE (NORMAL) Finished transmitting all frames.
DONE (RESERVED 0) Reserved. Processed the same as DONE (NORMAL).
DONE (RESERVED 1) Reserved. Processed the same as DONE (NORMAL).

The SSP state machine (see 7.16.7) timed out waiting for an
RRDY or received a CREDIT BLOCKED and the transmitter is
going to transmit BREAK if credit is extended for 1 ms without
receiving a frame or a DONE.

DONE (CREDIT TIMEOUT)

See 7.16.6 for details on closing SSP connections.
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7.2.6.4 EOF (End of frame)
EOF indicates the end of an SSP or SMP frame.

See 7.16.3 for details on SSP frame transmission and 7.18.1 for details on SMP frame transmission.

7.2.6.5 NAK (Negative acknowledgement)
NAK indicates the negative acknowledgement of an SSP frame and the reason for doing so.

The versions of NAK representing different reasons are defined in table 62.

Table 62 — NAK primitives

Primitive Description

NAK (CRC ERROR) The frame had a bad CRC.

NAK (RESERVED 0) Reserved. Processed the same as NAK (CRC ERROR)
NAK (RESERVED 1) Reserved. Processed the same as NAK (CRC ERROR).
NAK (RESERVED 2) Reserved. Processed the same as NAK (CRC ERROR).

See 7.16.3 for details on SSP frame transmission.

7.4.6.6 RRDY (Receiver ready)
RRDY is used to increase SSP frame credit.

The versions of RRDY representing different reasons are defined in table 63.

Table 63 — RRBY primitives

Primitive Description

RRDY (NORMAL) Increase transmit frame credit by one.

RRDY (RESERVED 0) Reserved.Processed the same as RRDY (NORMAL).
RRDY (RESERVED 1) Reserved. Processed the same as RRDY (NORMAL).

See 7.16.4 for details on SSP(flow control.

7.34.6.7 SOF (Start of frame)
SQF indicates the starf*of an SSP or SMP frame.

See 7.16.3 for details on SSP frame transmission and 7.18.1 for details on SMP frame transmission.
7.3.7 Primitives used only inside STP connections and on SATA physical links

7.3.7-1'SATA_ERROR

SATA_ERROR is sent by an expander device when it is forwarding dwords from a SAS physical Tink to a
SATA physical link and it receives an invalid dword or an ERROR. SATA_ERROR is an invalid dword.

See 6.8 for details on error handling by expander devices.

7.2.7.2 SATA_PMACK, SATA_PMNAK, SATA_PMREQ_P, and SATA_PMREQ_S (Power management
acknowledgements and requests)

SATA PMREQ_P and SATA_PMREQ_S request entry into the interface power management partial and
slumber states. SATA_PMACK is used to accept a power management request. SATA_PMNAK is used to
reject a power management request.
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Se

e 7.10 for rules on handling the power management primitives.

7.2.7.3 SATA_HOLD and SATA_HOLDA (Hold and hold acknowledge)

Se

e 7.17.2 for rules on STP flow control, which uses SATA_HOLD and SATA_HOLDA.

7.2.7.4 SATA_R_RDY and SATA_X_RDY (Receiver ready and transmitter ready)

When a SATA port has a frame to transmit, it transmits SATA_X_RDY and waits for SATA_R_RDY before
transmitting the frame. Expander devices shall not transmit SATA_R_RDY or SATA_X_RDY on the SATA

ph
7.4

Ot

v
Th

transmitting dwords on the physical link. When receiving, however, dwords neegd to be latched based o

clg
dif
ph
the
the
bu

To
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Re
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Elasticity buffer circuitry, as shown in figure 74, is-tequired to absorb the slight differences in frequenc

be
sp

.B Clock skew management

ysical link until the STP connection Is established.

.7.5 Other primitives used inside STP connections and on SATA physical links

ner primitives used in STP connections and on SATA physical links are defined in SATA.

e internal clock for a device is typically based on a PLL with its own clock generator and is used wh

ck derived from the input bit stream itself. Although the input clock is nominally’a fixed frequency, it n
er slightly from the internal clock frequency due to accepted manufacturing tolerance and, for SA
ysical links, due to spread spectrum clocking. Over time, if the input clock-is faster than the internal clo
device may receive a dword and not be able to forward it to an internal“buffer; this is called an overrun
input clock is slower than the internal clock, the device may not have a dword when needed in an inter|
fer; this is called an underrun.

solve this problem, transmitting devices insert ALIGNs or, NOTIFYs in the dword stream. Receivers n
5S ALIGNs and NOTIFYs through to their internal buffersy)or may strip them out when an overrun occy
ceivers add ALIGNs or NOTIFYs when an underrun occurs. The internal logic shall ignore all ALIGNS g
TIFYs that arrive in the internal buffers.

fween the SAS initiator phy, SAS target phy;,'and expander phys. The frequency tolerance for a phy
peified in 5.3.2.
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A phy that is the original source for the dword stream (i.e., a phy that is not an expander phy forwarding
dwords from another expander phy) shall periodically insert ALIGNs or NOTIFYs into the dword stream as
shown in table 64.

Table 64 — Clock skew management ALIGN or NOTIFY insertion requirements

Clock skew management ALIGN or NOTIFY

Original source of dword stream .
requirements

ithar:
a) SSP initiator phy or SSP target phy in SSP
connection;
b) SMP initiator phy or SMP target phy in One ALIGN or NOTIFY within every 2 048 dwords
SMP connection;
c) STP target phy in an STP connection; or
d) any phy outside connections.

Two consecutive ALIGNs or NOTIFYs within each
TP initiator phy in an STP connection 256 dwords plus one ALIGN-or NOTIFY within each
2 048 dwords

[da)

See 7.2.5.2 for details on rotating through ALIGN (0), ALIGN (1), ALIGN{Z2); and ALIGN (3). NOTIFYs may
alqo be used in place of ALIGNs (see 7.2.5.9) on SAS physical links.

An expander device that is forwarding dwords (i.e., is not the original source) is allowed to insert or delete|as
many ALIGNs or NOTIFYs as required to match the transmit-and receive connection rates (e.g., it is pot
required to ensure that it transmits one ALIGN or NOTIFY within every 2 048 dwords when forwarding tp a
SAS physical link).

NOTE 12 - One possible implementation for expander.devices forwarding dwords is for the expander device
to delete all ALIGNs and NOTIFYs received and toinsert ALIGNs at the transmit port whenever its elasticity
buffer is empty.

The STP target port of an STP/SATA bridge'is allowed to insert or delete as many ALIGNs or NOTIFYs|as
required to match the transmit and receive:econnection rates (e.g., it is not required to ensure that it transnits
onge ALIGN or NOTIFY within every 2-048 dwords when forwarding to a SAS physical link). The STP tar@et
poft in an STP/SATA bridge is not required to insert ALIGNs or NOTIFYs in pairs when transmitting dwords.

NOTE 13 - Due to clock skew,ALIGN and NOTIFY removal, the STP target port may not receive a pair of
ALIGNs or NOTIFYs every 256 dwords, even though the STP initiator port transmitted at least one pair.
However, the rate of the, dword stream allows for ALIGN or NOTIFY insertion by the STP/SATA bridge. One
possible implementation is for the STP/SATA bridge to delete all ALIGNs and NOTIFYs received by the STP
target port and to-iisert two consecutive ALIGNSs at the SATA host port when its elasticity buffer is empty or
when 254 non-ALIGN dwords have been transmitted.

7.4 Idle physical links

Idle dwords are vendor-specific data dwords.

Phys-shall transmit idle dwords if there are no other dwords to transmit and:

a) no connection is open; or
b) an SSP or SMP connection is open.

While an STP connection is open, STP phys transmit SATA_SYNC between frames (see ATA/ATAPI-7 V3).
After transmitting two SATA_SYNCs, STP phys shall transmit SATA_CONT and start transmitting idle dwords.

NOTE 14 - SATA devices are allowed but not required to transmit SATA_CONT.

Idle dwords are scrambled (see 7.6).
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7.5 CRC

7.5.1 CRC overview
All frames include cyclic redundancy check (CRC) values to help detect transmission errors.

Frames transmitted in an STP connection shall include a CRC as defined by SATA (see ATA/ATAPI-7 V3).
Address frames, SSP frames, and SMP frames shall include a CRC as defined by this standard.

Annex C contains information on CRC generation/checker implementation.

Table 65 defines the CRC polynomials.

Table 65 — CRC polynomials

Function | Definition

A polynomial of degree k-1 that is used to represent the k bits of the frame cevered by the
F(x) CRC. For the purposes of the CRC, the coefficient of the highest order.term shall be the
first bit transmitted.

A degree 31 polynomial with all of the coefficients set to one:
L(x) L(x) = XL+x30+ x4+ +x2+xt+1
(i.e.,, L(x) = FFFFFFFFh)

The standard generator polynomial:
G(X) G(X) = x32 + x26 + x23 4 22 4 516 4 x12 4 11 4 510438 7 435 4 x4+ x2 4 x + 1
(i.e., G(x) =1_04C11DB7h)

R(x) The remainder polynomial, which is of degree.less than 32.

P(x) The remainder polynomial on the receivé’checking side, which is of degree less than 32.

Q(X) The greatest multiple of G(x) in (x32.x E(x)) + (X x L(X))
QM) | x¥xQ(x)

M(x) The sequence that is transmitted.

M’(x) The sequence that isreceived.

A unigue polynomial.remainder produced by the receiver upon reception of an error freg

sequence. This-polynomial has the value:
32 (X

C(x) = ¥ x (—31—1

C(x) (x)

COOZNL + x30 + x26 4+ x25 4 x4 4 18 1 15 4 414 1 312 4 (114 410 4 38 4 46 4 45 4 34 4

FX+1

(i.e., C(x) = C704DD7Bh)

7.8.2 CRC generation

TI« anathat Al 0 ata-th CRO fraoma T\ ovo oo
I cquuuul ISthatafeHSea |.u ycllclutc TCOMNCTITUTTIT T (AJAarcas

hnaaotio 1o ool 2
ARIRELCIE AN Foau R B AUV |V | L - apy

CRC value in frame = L(x) + R(x) = one’s complement of R(x)

NOTE 15 - Adding L(x) (all ones) to R(x) produces the one’s complement of R(x); this equation is specifying
that the R(x) is inverted before it is transmitted.

The CRC is calculated by the following equation:

(x x F(X)) + (x x L(X)) _ _i_)
G(x) = QM5
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The following equation specifies that the CRC is appended to the end of F(x):

The bit order of F(x) presented to the CRC function is the same order as the bit transmission order (i.e., the
bits within each byte encoded into a data dword are transposed to match the implicit transposition in the
8b10b encoding process). This order is shown in figure 75.

31 0
byte byte byte byte

31 24 23 16 15 8 7 0

i Bit
} Transpose
First Second Third Fourth
byte byte byte byte |
24 31 16 23 8 15 0 ()
' ' i o
£
31 0
CRC generator
: ' Ty
N

24 31 16 23 8 “is 0 7
First Second Third Fourth
byte byte byte byte

X\ Bit
‘\O Transpose

31 24 23 16 15 8 7 0
First Secohd Third Fourth
byte hyte byte byte

R

SSP/SMP CRC output

Figure 75 — CRC generator bit order
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Dwords in STP frames are little-endian and feed into the STP CRC generator without swapping bits within
each byte and inverting the output like the SAS CRC generator. Figure 76 shows the STP CRC bit ordering.

31 STP data dword 0
-4 -

(e.g., FIS Type)

Fourth Third Second First
byte byte byte byte
31 ¢ 24 23 ¢ 16 15 l 8 7 l 0
31 CRC generator 0

'

l

l

31 24 23 16 15 8 7. 0
Fourth Third Second First
byte byte byte byte
- |
31 STP CRC output 0

Figure 76 — STP.ERC bit ordering

Since STP is little-endian, the first byte of a dwarghis in bits 7:0 rather than 31:24 as in SSP and SMP. ThUs,
thg first byte contains the least-significant bit. InSSP and SMP, the first byte contains the most-significant bit.

See 7.7 for details on how the CRC generatorfits into the dword flow along with the scrambler.

7.9.3 CRC checking

Th
Th
thd
led
ch

e received sequence M'(x) may.differ from the transmitted sequence M(X) if there are transmission errd
P process of checking the sequence for validity involves dividing the received sequence by G(x) and test|
remainder. Direct division, however, does not yield a unique remainder because of the possibility
ding zeros. Thus a térm L(x) is prepended to M’(x) before it is divided. Mathematically, the receiv
bcking is shown by-th@ following equation:

X32 y M’ )+ (XK x L(X)) = Q'(x) + M

ng
of
ed

G(x) G(x)
In the absence of errors, the unique remainder is the remainder of the division as shown by the follow|ng
egpatian:
PO 3P—060
G(x) Gx) - W

The bit order of F(x) presented to the CRC checking function is the same order as the CRC generation bit
order (see figure 75). See 7.7 for details on where the CRC checker fits into the dword flow along with the
descrambler.

7.6 Scrambling

Scrambling is used to reduce the probability of long strings of repeated patterns appearing on the physical
link.
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All data dwords are scrambled. Table 66 lists the scrambling for different types of data dwords.
Table 66 — Scrambling for different data dword types
Connection Data dword . .
Description of scrambling
state type
_ SAS idle dword When a connection is not open and there are no other dwords to
Outside transmit, vendor-specific scrambled data dwords shall be transmitted.
connections
Address frame | After an SOAF, all data dwords shall be scrambled until the EOAF:
SSP frame After an SOF, all data dwords shall be scrambled until the EQF,
Inside SSP — o dword . g v
connection : When there are no other dwords to transmit, vendor-spegific
SSP idle dword scrambled data dwords shall be transmitted.
SMP frame After an SOF, all data dwords shall be scrambled vntil'the EOF.
Inside SMP — Hor dword : Y -
connection . When there are no other dwords to transmit, vendor-specific
SMP idle dword scrambled data dwords shall be transmitted:
After a SATA_SOF, all data dwords shall be scrambled until the
STP frame S o
Inside STP ATA_EOF.
connection | Repeated SATA | After a SATA_CONT, vendor-specific scrambled data dwords shall be
primitive sent until a primitive other than ALIGN or NOTIFY is transmitted.
Dgta dwords being transmitted shall be XORed with a defined pattern to produce a scrambled value encoded
and transmitted on the physical link. Received data dwords shall be XORed with the same pattern after
defoding to produce the original data dword value, provided there are no transmission errors.
The pattern that is XORed with the data dwords is_defined by the output of a linear feedback shift regigter
implemented with the following polynomial:
G(x) = x10 + x5 + x13 + x4 + 1.
The output of the pattern generator is 16 bits wide. For each data dword the output of the generator is appljed
to the lower 16 bits (i.e., bits 15 through*0) of the 32-bit data dword being transmitted or received; the ngxt
oulput of the generator is applied to-the upper 16 bits (i.e., bits 31 through 16).
NOTE 16 - Scrambling is not based on data feedback, so the sequence of values XORed with the data being
transmitted is constant.
The value of the linearfeedback shift register shall be initialized at each SOF and SOAF to FFFFh.
For detailed requitements about scrambling of data dwords following SATA_SOF and SOF_CONT, see ATA/
ATAPI-7 V3.

NOTE\LY - STP scrambling uses two linear feedback shift registers, since repeated SATA primitives may
octurinside STP frames and they have independent scrambling patterns.

ex'E contains information on scrambling implementations
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7.7 Bit order of CRC and scrambler

Figure 77 shows how data dwords and primitives are routed to the bit transmission logic in figure 55. Data
dwords go through the CRC generator and scrambler.

Data dword Fourth SAS Fourth
; . Dxx.
(e.g., inan O pyie orimitive OV pvte
address frame,
SSP frame Third Third
d Dxx.
or (Dxx.y) byte ( y) byte
SMP frame) ——
econa a
(Dxx.y) bvie (Dxx.y) i
First First
(Dxx.y) bvie (Kxx.y) byie
vy
Bit Data dw:rd . Bit Bit Primitive Bit
31 0 31 0
Bit
Transpose
Bit CRC Bit
31 generator 0
Bit
NSNERpARE Frame data
CRC dword dword
Bit e Bit
31 * 0
Bit Bit
31 Scrambler 0
Z mux
Bit Bit
31 0
Z Dword
SSP/SMP dword to transmit + data/primitive indicator (Z)

Figure 77 — Transmit path bit ordering
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Figure 78 shows the routing of dwords received from the bit reception logic in figure 56.

Dword received

Y

Data dword Primitive
Bit Descrambler Bit
31 0
: | }
A

Bit Bit Data dword Bit Bit Primitive Bit

transpose 31 0 31 0
Bit CRC Bit
31 generator 0 - . e

Bit ourt (DXX.y)

transpose byte J (OXx) byte
Third Third
\f bvte (Dxx.y) bvte (Dxx.y)
Dword
- Second Second

compare ¢ (Dxx.y) (Dxx.y)

¢ First First

DxX. Kxx.y)(e.g., K28.5

CRC error byte ( ) byte (Kxxy)(e.g )
indicator Data dword SAS primitive

Figure 78 — Receive path bit ordering



https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

14776-150 © ISO/IEC:2004(E)

191

Figure 79 shows the STP transmit path bit ordering.

Fourth STP Fourth SATA
DXX. (Dxx.y)
pyte ) OV data dword byte primitive
Third Third
bvte (Dxx.y) bvte (Dxx.y)
i?:: (Dxx.y) i?,?: (Dxx.y)
First
(Dxx.y) % (Kxx.y)
byte /(e g. Fis
Type) (e.g., K28,3)
y VY . y .
Bit Bit Bit A Bit
31 Data iword 0 31 Primitive 0
Bit CRC Bit
31| generator 0
Frame
CRC dword data dword
Bit P Bit
31 * 0
Bit Scrambler Bit
31 0
Z - mux
* (4th : 3rd : 2nd : 1st)
Bit Byte Bit
31 transpose 0
¢ (1st: 2nd: 3rd : 4th)
— Z Dword
STP dword to transmit+data/primitive indicator (2)
Figure 79 — STP transmit path bit ordering
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Figure 80 shows the STP receive path bit ordering.
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STP dword received

* (1st: 2nd : 3rd : 4th)

transpose

Byte

Data dword

+ (4th : 3rd : 2nd : 1st)

7.8

Ad
fol
fral

.8 Address frames

Secon
First First

STP data dword

Second
(Dxx.y) s

SATA primitive

Figure 80 — STP receive path bit ordering

.1 Address-frames overview

* Primitive
Bit Bit (i.e.,
31 Descrambler 0 Kxx.y in
* first byte)
Bit Bit
31 CRC gelnerator 0
Dword <
compare \ , N A Bit
Bit Bit | . i
l 31 Data dword 0 31 Primitive 0
CRC error Fourth
indicator (Dxx (Dxx.y)

dress frames are used for the identification sequence and for connection requests. The address fra
ows an-SOAF and ends with an EOAF. Address frames shall only be sent outside connections. Addre
mes ‘shall not be terminated early. All data dwords in an address frame shall be scrambled.

ne
bSS
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Table 67 defines the address frame format.

Table 67 — Address frame format

Byte\Bit

4

3

2

1

0

1

ADDRESS FRAME TYPE

nnnnnnnnn

hyitaoc

27

o ot
TATTIC™C

VIO
Y PCOCPCTOCTITIOYtCS

28

(MSB)

31

(LSB)

The cRc field contains a CRC value (see 7.5) that is cOmputed over the entire address frame prior to the g

field.

Ad
regipient.

Table 68 — Address frame types

Code Frame type | Description
Oh Identify Identification 'sequence
1h Open Connection request
All others Reserved

Thie ADDRESS FRAME TYPE field indicates the type of address frame and is definedpinitable 68. This fi
determines the definition of the frame type dependent bytes.

dress frames with unknown address frame types, incorrect lengths, or CRC errors shall be ignored by

=
o

RC

he
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7.8.2 IDENTIFY address frame

Table 69 defines the IDENTIFY address frame format used for the identification sequence. The IDENTIFY
address frame is sent after the phy reset sequence completes if the physical link is a SAS physical link.

Table 69 — IDENTIFY address frame format

Byte\Bit 7 6 5 4 3 2 1 0
Restricted
0 (for OPEN DEVICE TYPE ADDRESS FRAME TYPE (Oh)
address
frame)
1 Restricted (for OPEN address frame)
ssp SsTP ok Restricted
(for OPEN
2 Reserved INITIATOR | INITIATOR | IN[HATOR
address
PORT PORT PORT
frame)
ssp ) Smp Restricted
(for OPEN
3 Reserved TARGET TARGET | TARGET
address
PORT PORT PORT
frame)
4
Restricted (for OPEN address frame)
11
12
SAS ADDRESS
19
20 PHY IDENTIFIER
21
Reserved
27
28 (MSB)
CRC
31 (LSB)

The DEVICE TYPEfield indicates the type of device containing the phy, and is defined in table 70.

Table 70 — Device types

Code Description

001b End device

010b Edge expander device

011b Fanout expander device
All others Reserved

The ADDRESS FRAME TYPE field shall be set to Oh.
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An SSP INITIATOR PORT bit set to one indicates the presence of an SSP initiator port. An SSP INITIATOR PORT bit
set to zero indicates an SSP initiator port is not present. Expander devices shall set the SSP INITIATOR PORT bit
to zero.

An STP INITIATOR PORT bit set to one indicates the presence of an STP initiator port. An STP INITIATOR PORT bit
set to zero indicates an STP initiator port is not present. Expander devices shall set the STP INITIATOR PORT bit
to zero.

An SMP INITIATOR PORT bit set to one indicates the presence of an SMP initiator port. An SMP INITIATOR PORT bit
set to zero indicates an SMP initiator port is not present. Expander devices may set the SMP INITIATOR PORT bit

to
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SSP TARGET PORT bit set to one indicates the presence of an SSP target port. An SSP TARGET PORT(bit-se
o indicates an SSP target port is not present. Expander devices shall set the SSP TARGET PORT bit/to ze

STP TARGET PORT bit set to one indicates the presence of an STP target port. An STP TARGET RORT bit se
o indicates an STP target port is not present. Expander devices shall set the STP TARGET;PORT bit to zer

SMP TARGET PORT bit set to one indicates the presence of an SMP target port. An SMR, TARGET PORT bit
rero indicates an SMP target port is not present. Expander devices shall set thexsMP TARGET PORT bit

al

dress frame. For expander ports, the sAs ADDRESS field indicates the device name of the expander deyV|
nsmitting the IDENTIFY address frame.

P PHY IDENTIFIER field indicates the phy identifier of the phy transmitting the IDENTIFY address frame.

vide port shall set the DEVICE TYPE field, SSP INITIATOR PORT it STP INITIATOR PORT bit, SMP INITIATOR Pd
SSP TARGET PORT bit, STP TARGET PORT bit, and SMP TARGET. PORT bit to the same set of values on each
he wide port. Recipient ports need not check the consistency of these fields across phys.

e CRC field is defined in 7.8.1.

I SAS ports, the sAs ADDRESS field indicates the port identifier of the SAS pert transmitting the IDENTIFY

ce

RT
hy
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Table 71 defines the OPEN address frame format used for connection requests.

Table 71 — OPEN address frame format

Byte\Bit 7 5 4 3 2 1 0
INITIATOR
0 PROTOCOL ADDRESS FRAME TYPE (1h)
PORT
1 FEATURES CONNECTION RATE
2 (MSB)
INITIATOR CONNECTION TAG
3 (LSB)
4
DESTINATION SAS ADDRESS
11
12
SOURCE SAS ADDRESS
19
20 COMPATIBLE FEATURES
21 PATHWAY BLOGKED COUNT
22 (MSB)
ARBITRATION WAIT TIME
23 (LSB)
24
MORE COMPATIBLE FEATURES
27
28 (MSB)
31 (LSB)
An| INITIATOR PORT hit Sétjt0 one indicates the source port is acting as a SAS initiator port. An INITIATOR PQRT
bit|set to zero indicates the source port is acting as a SAS target port. If a SAS target/initiator port sets the
INITIATOR PORT hit'to)one, it shall operate only in its initiator role during the connection. If a target/initiator gort
sefs the INITIATOR PORT bit to zero, it shall operate only in its target role during the connection.
If a SAS target/initiator port accepts an OPEN address frame with the INITIATOR PORT bit set to one, it shall
opgrate ‘only in its target role during the connection. If a SAS target/initiator port accepts an OPEN address
fra[ne Wwith the INITIATOR PORT bit set to zero, it shall operate only in its initiator role during the connection.
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The proTOCOL field indicates the protocol for the connection being requested and is defined in table 72.

Table 72 — Protocol

Code Description
000b SMP
001b SSP
616b STP
All others Reserved

The ADDRESS FRAME TYPE field shall be set to 1h.
The FEATURES field shall be set to zero.

The CONNECTION RATE field indicates the connection rate (see 4.1.10) being requested\between the soufce
anp destination, and is defined in table 73.

Table 73 — Connection rate

Code Description
8h 1,5 Gbps
9h 3,0 Gbps

All others Reserved

When requesting a connection to a SAS target port, a. SAS initiator port shall set the CONNECTION RATE field to
a alue supported by at least one potential pathway.

When requesting an SSP connection to an SSPuinitiator port, an SSP target port shall set the CONNECTION
RA[TE field to the connection rate in effect when the command was received unless it has received|an
OREN_REJECT (CONNECTION RATE NOT SUPPORTED). See 7.12.2.2 for details on handling
OREN_REJECT (CONNECTION RATE-NOT SUPPORTED).

CONNECTION TAG field to the most recent value received or the value received in one of the connection
requests for one of the outstanding commands or task management functions from the SAS initiator port. A
SAS initiator port shall use the same INITIATOR CONNECTION TAG field value for all connection requests to the
same SAS target port, and shall only change the INITIATOR CONNECTION TAG field value when it has no
commands outstanding to that SAS target port. SAS target ports are not required to check consistency of the
INITIATOR CONNECTION TAG field in different connection requests from the same SAS initiator port. SMP initiator
ports shall set the INITIATOR CONNECTION TAG field to FFFFh for SMP connection requests.

The DESTINATION SAS ADDRESS field indicates the port identifier of the SAS port to which a connection is being
requested.
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The SOURCE sAs ADDRESS field indicates the port identifier of the SAS port that originated the OPEN address
frame.

The coMPATIBLE FEATURES field shall be set to zero. The destination device shall ignore the COMPATIBLE
FEATURES field.

The PATHWAY BLOCKED COUNT field indicates the number of times the port has retried this connection request
due to receiving OPEN_REJECT (PATHWAY BLOCKED). The port shall not increment the PATHWAY BLOCKED
COUNT value past FFh. If the port changes connection requests, it shall use a PATHWAY BLOCKED COUNT of 00h.

en
ait
Timpe timer (see 8.2.2). For values from 0000h to 7FFFh, the Arbitration Wait Time timer increments\in dne
migrosecond steps. For values from 8000h to FFFFh, the Arbitration Wait Time timer increments in dne
millisecond steps. The maximum value represents 32 767 ms + 32 768 us. Table 74 describes several valyes
of fhe ARBITRATION WAIT TIME field. See 7.12.3 for details on arbitration fairness.

Table 74 — Arbitration wait time

Code Description
0000h 0 us
0001h 1us

7FFFh 32 767 ps
8000h 0 ms + 32 768 ps
8001h 1 ms+32768 s

FFFFh  |132767 ms + 32 768 s

Thle MORE COMPATIBLE FEATURES field shall be set to zero. The destination device shall ignore the MQrRE
COMPATIBLE FEATURES field.

The crc field is defined in 7.8.1.
7.9 ldentification and hard reset sequence

7.9.1 Identification and-rard reset sequence overview

After the phy reset-sequence has been completed indicating the physical link is using SAS rather than SATA,
eafh phy transmits*either:

a) an IDENTIFY address frame (see 7.8.2); or
b) aHARD_RESET.

Each-phy receives an IDENTIFY address frame or a HARD_RESET from the phy to which it is attached. The
s

combination of a phy reset seguence__an optional hard reset sequence and an identification seguencd
Ll 7 1 7 T 1 7 1

called a link reset sequence (see 4.4.1).

If a device supports more than one phy, it shall transmit the same SAS address on all phys for which it is
capable of sharing within a port.

If a device detects the same SAS address incoming on different phys, it shall consider those phys part of the
same wide port.

If a device detects different SAS addresses incoming on different physical links, it shall consider those
physical links as independent physical links and consider those phys part of different ports.
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If a device does not receive a valid IDENTIFY address frame within 1 ms of phy reset sequence completion, it
shall restart the phy reset sequence.

If a device receives an additional IDENTIFY address frame after receiving the first one, without an intervening
phy reset sequence, it shall ignore the additional IDENTIFY address frame.

If a phy receives a HARD_RESET, it shall be considered a reset event and cause a hard reset (see 4.4.2) of
the port containing that phy.

7.9.2 SAS initiator device rules

Aftler a link reset sequence, or after receiving a BROADCAST (CHANGE), a management application_cli

be

hind an SMP initiator port should perform a discover process (see 4.6.7.4).

Wihen a discover process is performed after a link reset sequence, the management application cli

dis
(C
fro|

Th

7.9

covers all the devices in the SAS domain. When a discover process is performed after a BROADCA
HANGE), the management application client determines which devices have been added to or remoy
In the SAS domain.

E discover information may be used to select connection rates for connection requests.

.3 Fanout expander device rules

After completing the identification sequence on a phy and completing internal initialization, the ECM withi

fan
de

Aft
be
tal

Th
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mq

7.9

vice may return OPEN_REJECT (NO DESTINATION) until it is readyyfor connection requests.

er a link reset sequence, or after receiving a BROADCAST (CHANGE), the management application cli
nind an SMP initiator port in a fanout expander device that‘doés not have a configurable expander ro
le shall follow the SAS initiator device rules (see 7.9.2) to-perform a discover process.

e ECM of a fanout expander device that has a configurable expander route table is dependent on {
Mmpletion of the discover process (see 4.6.7.4) foryouting connection requests using the table rout
thod.

.4 Edge expander device rules

After completing the identification sequence-on a phy and completing internal initialization, the ECM within

ed
ma

Th
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mq

7.9

7.9

Th
lin

e expander device shall be capableof routing connection requests through that phy. The expander deyv
y return OPEN_REJECT (NO DESTINATION) until it is ready for connection requests.

e ECM of an edge expanderidevice that has a configurable expander route table is dependent on
Mmpletion of the discover/precess (see 4.6.7.4) for routing connection requests using the table rout
thod.

.5 SL_IR (link layeridentification and hard reset) state machines

.5.1 SL_IRstate machines overview

e SL_IR\(link layer identification and hard reset) state machines control the flow of dwords on the physi
thattare associated with the identification and hard reset sequences. The state machines are as follow

et
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N a

out expander device shall be capable of routing connection requests‘through that phy. The expander

PNt
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D.

&) SL_IR_TIR (transmit IDENTIFY or HARD_RESET) state machine (see 7.9.5.3);

D) SL_IR_RIF (feceive IDENTIFY address frame) state machine (see 7.9.5.4); and
¢) SL_IR_IRC (identification and hard reset control) state machine (see 7.9.5.5).

The SL_IR state machines send the following messages to the SL state machines (see 7.14) in SAS devices
or the XL (see 7.15) state machine in expander devices:

a) Enable Disable SAS Link (Enable); and
b) Enable Disable SAS Link (Disable).
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The SL_IR state machines shall maintain the timers listed in table 75.

Table 75 — SL_IR timers

14776-150 © ISO/IEC:2004(E)

Timer

Initial value

Receive Identify Timeout timer

1ms
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SL_IR (link layer identification and hard reset) state machines
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Figure 81 — SL_IR (link layer identification and hard reset) state machines
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7.9.5.2 SL_IR transmitter and receiver

(E)

The SL_IR transmitter receives the following messages from the SL_IR state machines indicating primitive
sequences, frames, and dwords to transmit:

Th

a) Transmit IDENTIFY Address Frame;
b) Transmit HARD_RESET; and
c) Transmit Idle Dword.

e SL_IR transmitter sends the following messages to the SL_IR state machines:

Th
se

Th

7.9

Th
aft

Th
Su

7.9

Th
the

Th

a) HARD_RESET Transmitted; and
b) IDENTIFY Address Frame Transmitted.

e SL_IR receiver sends the following messages to the SL_IR state machines indicating primit
juences and dwords received:

a) SOAF Received,;

b) Data Dword Received;

c) EOAF Received; and

d) HARD_RESET Received.

e SL_IR receiver shall ignore all other dwords.

.9.5.3 SL_IR_TIR (transmit IDENTIFY or HARD_RESET) state machine

.5.3.1 SL_IR_TIR state machine overview

e SL_IR_TIR state machine’s function is to transmit a singles/DENTIFY address frame or HARD_RES
br the phy layer enables the link layer. This state machine c¢onsists of the following states:

a) SL_IR_TIR1:Idle (see 7.9.5.3.2)(initial state);

b) SL_IR_TIR2:Transmit_ldentify (see 7.9.5.3.3);

¢) SL_IR_TIR3:Transmit_Hard_Reset (see 7.9.5.3.4); and
d) SL_IR_TIR4:Completed (see 7.9.5.3.5).

is state machine shall start in the SL_IR\ TIR1:ldle state. This state machine shall transition to {
| IR_TIR1:Idle state from any other state after receiving a Phy Layer Not Ready confirmation.

.9.5.3.2 SL_IR_TIR1:Idle state

.5.3.2.1 State description

s state shall request idle\dwords be transmitted by repeatedly sending Transmit Idle Dword messageq
SL_IR transmitter.

.9.5.3.2.2 Transition/SL_IR_TIR1:ldle to SL_IR_TIR2: Transmit_ldentify

s transition.shall occur after both:

a) aPhy/Layer Ready (SAS) confirmation is received; and
b) , a.Tx IDENTIFY Address Frame request is received.

7.9

he

532 3 Transition SI_IR TIR1:Idleto SI IR TIRI:Transmit Hard Reset

Th

is transition shall occur after both:

a) a Phy Layer Ready (SAS) confirmation is received; and
b) a Tx HARD_RESET request is received.

7.9.5.3.3 SL_IR_TIR2:Transmit_ldentify state

7.9.5.3.3.1 State description

Upon entry into this state, this state shall send a Transmit IDENTIFY Address Frame message to the SL_IR

tra

nsmitter.
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After this state receives an IDENTIFY Address Frame Transmitted message, this state shall send an Identify
Transmitted message to the SL_IR_IRC state machine.

7.9.5.3.3.2 Transition SL_IR_TIR2:Transmit_Identify to SL_IR_TIR4:Completed

This transition shall occur after sending an Identify Transmitted message to the SL_IR_IRC state machine.

7.9.5.3.4 SL_IR_TIR3:Transmit_Hard_Reset state

7.953 4.1 State dncr‘ripfinn

Ugdon entry into this state, this state shall send a Transmit HARD RESET message to the SL_IR transmittq

Affer this state receives a HARD_RESET Transmitted message, this state shall send a HARD_/RES
Transmitted confirmation to the management application layer.

7.9
Th
ap
7.9
Th
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7.9

7.9
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Th
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Th

.5.3.4.2 Transition SL_IR_TIR3:Transmit_Hard_Reset to SL_IR_TIR4:Completed

s transition shall occur after sending a HARD_RESET Transmitted confirmation.to the managem
blication layer.

.5.3.5 SL_IR_TIR4:Completed state

s state shall request idle dwords be transmitted by repeatedly sending-hransmit Idle Dword messageq
SL_IR transmitter.

.5.4 SL_IR_RIF (receive IDENTIFY address frame) state macfiine

.5.4.1 SL_IR_RIF state machine overview

e SL_IR_RIF state machine receives an IDENTIFY @ddress frame and checks the IDENTIFY addrg
me to determine if the frame should be accepted ordiscarded by the link layer.

s state machine consists of the following states:

a) SL_IR_RIF1:ldle (see 7.9.5.4.2)(initiakstate);
b) SL_IR_RIF2:Receive_ldentify_Frame (see 7.9.5.4.3); and
c) SL_IR_RIF3:Completed (see 7:9.5:4.4).

is state machine shall start in the’SL_IR_RIF1:Idle state. This state machine shall transition to f{
| IR_RIF1:Idle state from any.other state after receiving a Phy Layer Not Ready confirmation.

5.4.2 SL_IR_RIF1:Idle $tate

.5.4.2.1 State description

s state waits for an SOAF to be received from the physical link, indicating an address frame is arriving.

.9.5.4.2.2 Transition SL_IR_RIF1:ldle to SL_IR_RIF2:Receive_ldentify_Frame

s transition shall occur after both:

-

ET

Nt

SS

he

a@)) a Start SL_IR Receiver confirmation is received; and

D) an SUAF Kecelved message IS received.

7.9.5.4.3 SL_IR_RIF2:Receive_ldentify_Frame state

7.9.5.4.3.1 State description

Th
Th

is state receives the dwords of an address frame and the EOAF.
is state shall ignore all primitives (e.g., BREAK and HARD_RESET) except SOAF.
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(E)

If this state receives an SOAF, then this state shall discard the address frame and send an Address Frame
Failed confirmation to the management application layer to indicate that an invalid IDENTIFY address frame
was received.

If this state receives more than eight data dwords after an SOAF and before an EOAF, then this state shall
discard the address frame and send an Address Frame Failed confirmation to the management application
layer to indicate that an invalid IDENTIFY address frame was received.

After receiving an EOAF, this state shall check if it the IDENTIFY address frame is valid.

T

SY IR_IRC state machine if:

Ot
co

regeived.

7.9.5.4.3.2 Transition SL_IR_RIF2:Receive_ldentify _Frame to SL_IR_RIF3:Completed

Th

7.9.5.4.4 SL_IR_RIF3:Completed state

Th

7.9.5.5 SL_IR_IRC (identification and hard reset contro]) state machine

7.9.5.5.1 SL_IR_IRC state machine overview

Th

trapsmitted before enabling the rest of the link layér, and notifies the link layer if a HARD_RESET is receiy

be
Th

Th

7.9.5.5.2 SL_IR_IRCL!Idle state

7.9.5.5.2.1 State-description

Th

a) the ADDRESS FRAME TYPE field is set to Identify;
b) the number of bytes between the SOAF and EOAF is 32; and
c) the cRrc field contains a valid CRC.

herwise, this state shall discard the IDENTIFY address frame and send an AddreSs Frame Fai
nfirmation to the management application layer to indicate that an invalid IDENTIFY, address frame W

s transition shall occur after sending an Identify Received message or Address Frame Failed confirmati

s state waits for a Phy Layer Not Ready confirmation.

le SL_IR_IRC state machine ensures that IDENTIFY address frames have been both received g

ore an IDENTIFY address frame has been-eceived.
s state machine consists of the following-states:

a) SL_IR_IRC1:lIdle (see 7.9.5.5.2)(initial state);
b) SL IR_IRC2:Wait (see 7.9.5.5.3); and
c) SL_IR_IRC3:Completedi(see 7.9.5.5.4).

s statewwaits for the link layer to be enabled. Upon entry into this state, this state shall:

a) “\send an Enable Disable SAS Link (Disable) message to SL_CC state machines (see 7.14) or XL stg

is state shall acceptan IDENTIEY address frame and send an Idnnfify Received message-to the

ed
as

nd
ed

is state machine shall start in the SL_IR_IRC1:ldle state. This state machine shall transition to {he
SU IR_IRC1:ldle state from any other state after receiving a Phy Layer Not Ready confirmation.

te

machine (see 7.15) halting any link layer activity: and

b) send a Phy Disabled confirmation to the port layer and the management application layer indicating

that the phy is not ready for use.

7.9.5.5.2.2 Transition SL_IR_IRC1:ldle to SL_IR_IRC2:Wait

Th

is transition shall occur after a Start SL_IR Receiver confirmation is received.
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7.9.5.5.3 SL_IR_IRC2:Wait state

7.9.5.5.3.1 State description

This state ensures that an IDENTIFY address frame has been received by the SL_IR_RIF state machine and
that a IDENTIFY address frame has been transmitted by the SL_IR_TIR state machine before enabling the
rest of the link layer. The IDENTIFY address frames may be transmitted and received on the physical link in
any order.

After this state receives an Identify Received message, it shall send a Stop SNTT request to the phy layer.

Aftler this state receives an ldentify Transmitted message, it shall initialize and start the Receive |dentify
Timeout timer. If an Identify Received message is received before the Receive Identify Timeout timerexpirgs,
thig state shall:

a) send an Identification Sequence Complete confirmation to the management application‘layer, with
arguments carrying the contents of the incoming IDENTIFY address frame;

b) send an Enable Disable SAS Link (Enable) message to the SL state machines (see 7.14) in a SAS
phy or the XL state machine (see 7.15) in an expander phy indicating that the test of the link layer
may start operation; and

c) send a Phy Enabled confirmation to the port layer and the managementapplication layer indicating
that the phy is ready for use.

If the Receive Identify Timeout timer expires before an Identify Received.message is received, this state shall
send an Identify Timeout confirmation to the management application layer to indicate that an identify timeput
ocgurred.

If this state receives a HARD_RESET before an Identify Received,message is received, this state shall sgnd
a HARD_RESET Received confirmation to the port layer and:a Stop SNTT request to the phy layer.

If this state receives a HARD_RESET after an Identify Received message is received, the HARD_RESET
shall be ignored.

7.9.5.5.3.2 Transition SL_IR_IRC2:Wait to SL_.IR,IRC3:Completed
Thiis transition shall occur after sending a,HARD_RESET Received confirmation, lIdentify Timegut
copfirmation, or an ldentification Sequence Complete and an Phy Enabled confirmation.

7.9.5.5.4 SL_IR_IRC3:Completed state

Thjs state waits for a Phy Layer Not Ready confirmation.

7.10 Power management
SATA interface power, management is not supported in SAS.

STIP initiator ports~shall not generate SATA_PMREQ_P, SATA_PMREQ_S, or SATA_PMACK. If an S[TP
iniIator port receives SATA_PMREQ_P or SATA_PMREQ_S, it shall reply with SATA_PMNAK.

If an expander'device receives SATA_ PMREQ_P or SATA_PMREQ_S from a SATA device while an S[TP
copnectiof s not open, it shall not forward it to any STP initiator port and shall reply with a SATA_PMNAK,. If
one of\these primitives arrives while an STP connection is open, it may forward the primitive to the S[TP
inifiator port.

SCSi idle and standby power conditions, implemented with the START STOP UNIT command (see SBC-2)
and the Power Condition mode page (see SPC-3), may be supported by SSP initiator ports and SSP target
ports as described in 10.2.8.

ATA idle and standby power modes, implemented with the IDLE, IDLE IMMEDIATE, STANDBY, STANDBY
IMMEDIATE, and CHECK POWER MODE commands (see ATA/ATAPI-7 V1), may be supported by STP
initiator ports. The ATA sleep power mode, implemented with the SLEEP command, shall not be used.
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7.11 SAS domain changes

After power on or receiving BROADCAST (CHANGE), an application client in each SAS initiator port should
scan the SAS domain using the discover process (see 4.6.7.4) to search for SAS initiator devices, SAS target
devices, and expander devices.

The expander device shall transmit BROADCAST (CHANGE) from at least one phy in each expander port
other than the expander port that is the cause for transmitting BROADCAST (CHANGE).

Expander devices shall transmit BROADCAST (CHANGE) for the following reasons:

a) after an expander phy has lost dword synchronization;
b) after the link reset sequence completes; and
c) after the expander device receives BROADCAST (CHANGE).

BROADCAST (CHANGE) may be sent by SAS initiator ports to force other SAS initiator portséand expander
pofts to re-run the discover process, but should not be sent by SAS target ports.

A BAS initiator port that detects BROADCAST (CHANGE) shall follow the SAS initiator device rules (dee
7.9.2) to discover the topology.

A fanout expander device that detects BROADCAST (CHANGE) shall follow the fanout device rules (dee
7.9.3) to discover the topology.

An edge expander device that detects BROADCAST (CHANGE) shallfallew the edge device rules (dee
7.9.4).

See 10.4.3.3 for details on counting BROADCAST (CHANGE) genetation in an expander device.
7.12 Connections

7.12.1 Connections overview

A ¢onnection is opened between a SAS initiator port and a SAS target port before communication beginsl A
cofinection is established between one SAS initiator phy in the SAS initiator port and one SAS target phy in
thg SAS target port.

SYP initiator ports open SSP connectignsto transmit SCSI commands, task management functions,| or
trapsfer data. SSP target ports open SSR connections to transfer data or transmit status.

SMP initiator ports open SMP connections to transmit SMP requests and receive SMP responses.

STIP initiator ports and STP targetports open STP connections to transmit SATA frames. An STP target porf in

an|expander device opens STR.connections on behalf of SATA devices.

Thie OPEN address frame-is used to request that a connection be opened. AIP, OPEN_ACCEPT gnd
OREN_REJECT are the'responses to an OPEN address frame. BREAK is used to abort connection requepsts
ang to unilaterally break a connection. CLOSE is used for orderly closing a connection.

Cdnnections use a single pathway from the SAS initiator phy to the SAS target phy. While a connectior) i
opgn, only onetpathway shall be used for that connection.

7]

Fofr STR.connections, connections may be between the STP initiator port and an STP target port in|an
expander device attached to a SATA device. The SATA device is not aware of SAS connection managemept.

7.12.2 Opening a connection

7.12.2.1 Connection request

The OPEN address frame (see 7.8.3) is used to open a connection from a source port to a destination port
using one source phy and one destination phy.

To make a connection request, the source port shall transmit an OPEN address frame through an available
phy. The source phy shall transmit idle dwords after the OPEN address frame until it receives a response or
abort the connection request with BREAK.
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After transmitting an OPEN address frame, the source phy shall initialize and start a 1 ms Open Timeout
timer. Whenever an AIP is received, the source phy shall reinitialize and restart the Open Timeout timer.
Source phys are not required to enforce a limit on the number of AIPs received before aborting the connection
request. When any connection response is received, the source phy shall reinitialize the Open Timeout timer.
If the Open Timeout timer expires before a connection response is received, the source phy may assume the
destination port does not exist and shall transmit BREAK to abort the connection request.

The OPEN address frame flows through expander devices onto intermediate physical links. If an expander
device on the pathway is unable to forward the connect request because none of the prospective physical
links Qllppﬁrf the rnqllncfnd connection rate the nvpnnrinr device shall return ﬂDI:I\I_DI:'II:"T
(CONNECTION RATE NOT SUPPORTED). If the OPEN address frame reaches the destination, it shall.retirn
either OPEN_ACCEPT or OPEN_REJECT. Rate matching shall be used on any physical links in the¢pathway
with negotiated physical link rates that are faster than the requested connection rate (see 7.13).

7.12.2.2 Connection responses

Table 76 lists the responses to an OPEN address frame being transmitted.

Table 76 — Connection responses

Response Description

Arbitration in progress. When an expander device is trying to open a
connection to the selected destination port, itreturns an AIP to the source phy.
AIP The source phy shall reinitialize and restart'its Open Timeout timer when it
receives an AIP. AIP is sent by an expander device while it is internally
arbitrating for access to an expander{ort.

OPEN_ACCEPT Connection request accepted. This is sent by the destination phy.

Connection request rejected. This is sent in response by the destination phy or

OPEN_REJECT by an expander device. The different versions are described in 7.2.5.11.

If AIP has been previgusly detected, this indicates an overriding connection
request.

OPEN address If AIP has not yét been detected, this indicates two connection requests

frame crossing onthe physical link. Arbitration fairness determines which one wins
(see 7.12.3).
BREAK The-gestination port or expander port may reply with BREAK indicating the

coennection is not being established.

Open Timeout timer_{| JThe source phy shall abort the connection request by transmitting BREAK (see
expires 7.12.6).

After an OPEN ‘REJECT (CONNECTION RATE NOT SUPPORTED) has been received by a SAS target port,
thg SAS targetdevice shall set the connection rate for future requests for that |_T_L_Q nexus to:

a) thelast value received in a connection request from the SAS initiator port;
by~ 1,5 Gbps; or
c)) the connection rate in effect when the command was received.

7.12.3 Arbitration fairness
SAS supports least-recently used arbitration fairness.

Each SAS port and expander port shall include an Arbitration Wait Time timer which counts the time from the
moment when the port makes a connection request until its request is granted. The Arbitration Wait Time
timer shall count in microseconds from O us to 32 767 ps and in milliseconds from 32 768 us to 32 767 ms +
32 768 us. The Arbitration Wait Time timer shall stop incrementing when its value reaches 32 767 ms +
32 768 ps.
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SAS ports (i.e., SAS initiator ports and SAS target ports) shall start the Arbitration Wait Time timer (see 8.2.2)
when they transmit the first OPEN address frame (see 7.8.3) for the connection request. When the SAS port
retransmits the OPEN address frame (e.g., after losing arbitration and handling an inbound OPEN address
frame), it shall set the ARBITRATION WAIT TIME field to the current value of the Arbitration Wait Time timer.

SAS ports should set the Arbitration Wait Time timer to zero when they transmit the first OPEN address frame
for the connection request. A SAS initiator port or SAS target port may be unfair by setting the ARBITRATION
wAIT TIME field in the OPEN address frame (see 7.8.3) to a higher value than its Arbitration Wait Time timer
indicates. However, unfair SAS ports shall not set the ARBITRATION WAIT TIME field to a value greater than or

eq 1al-to Rﬂﬂﬂh; this limits the amount of unfairness and hnlpe prn\/nnf livelocks

The expander port that receives an OPEN address frame shall set the Arbitration Wait Time timer to thewalue
of fhe incoming ARBITRATION WAIT TIME field and start the Arbitration Wait Time timer as it arbitrates faorinterpal
acgess to the outgoing expander port. When the expander device transmits the OPEN address ffame put
anpther expander port, it shall set the outgoing ARBITRATION WAIT TIME field to the current.value of the
Arbitration Wait Time timer maintained by the incoming expander port.

A port shall stop the Arbitration Wait Time timer and set it to zero when it wins arbitrationy(i.e., it receives either
OREN_ACCEPT or OPEN_REJECT from the destination SAS port rather than from an'intermediate expander
deyice). A port shall stop the Arbitration Wait Time timer when it loses arbitration {0 a connection request that
safisfies its arbitration request (i.e., it receives an OPEN address frame from thé.destination SAS port with the
INITIATOR PORT bit set to the opposite value and a matching PrRoTOCOL field);

When arbitrating for access to an outgoing expander port, the expander device shall select the connect{on
request from the expander port with the largest Arbitration Wait Time timer value. If the largest Arbitration Wait
timer values are identical, then the connection request with thédargest SOURCE SAS ADDRESS shall win
arbitration.

If two connection requests pass on a physical link, the winter shall be determined by comparing OPEN
adpress frame field contents using the arbitration priority described in table 77.

Table 77 — Arbitration priority forxOPENs passing on a physical link

Bits 79-64 (79 is MSB) | Bits 63-0 (0 is LSB)

ARBITRATION WAIT TIME SOURCE SAS ADDRESS
field value field value

See 7.8.3 for details on the OPEN address frame and the ARBITRATION WAIT TIME field.
7.12.4 Arbitration and resoufce'management in an expander device

7.12.4.1 Arbitration overview

Thie ECM shall arbitrate and assign or deny path resources for connection attempts requested by edch
expander phy in résponse to receiving valid OPEN address frames.

Arbitration includes adherence to the SAS arbitration fairness algorithm and path recovery. Path recovery is
used to avoid,potential deadlock scenarios within the SAS topology by deterministically choosing which partial
pathway(s)to tear down to allow at least one connection to complete.

TheECM responds to connection requests by returning arbitration won, lost, and reject confirmations to the
requesting expander pny.

Each path request contains the Arbitration Wait Time and the Source SAS Address arguments from the
received OPEN address frame.
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If two or more path requests contend, the winner shall be selected by comparing the OPEN address frame

co

Th

Th

Th

7.1
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Th

7.1
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Pathway Timeout timer to the partial pathway timeout value it reports in the SMP DISCOVER function (S

10
ph

ntents using the arbitration priority described in table 78.
Table 78 — Arbitration priority for contending path requests in the ECM

Bits 83-68 (83 is MSB) Bits 67-5 Bits 3-0 (O is LSB)
ARBITRATION WAIT TIME SOURCE SAS ADDRESS CONNECTION RATE field
field value field value value

e ECM shall generate the arbitration reject confirmation when any of the following conditions are met:

a) the connection request does not map to a valid expander phy;

b) the connection request specifies an unsupported connection rate; or

c) the connection request specifies a destination port that contains at least one partial pathway and
pathway recovery rules require this connection request to release path resources.

e ECM shall generate the arbitration lost confirmation when all of the following conditions are met:

a) the connection request maps to an available expander phy at a supported connection rate; and
b) the destination expander phy of this connection request has received a higher priority OPEN addre

address frame destined for each other, the ECM shall provide arbitration lost confirmation to the
expander phy that received the lowest priority OPEN address frarhe).

e ECM shall generate the arbitration won confirmation when all of the following conditions are met:

a) the connection request maps to an available expander phy\at a supported connection rate; and
b) no higher priority connection requests are present with‘this expander phy as the destination.

2.4.2 Arbitration status

pitration status shall be conveyed between expander devices and by expander devices to SAS endpoi
ng AIP primitives. This status is used to monitar the progress of connection attempts and to facilit
hway recovery as part of deadlock recovery.

e arbitration status of an expander phy is'set to the last type of AIP received.

2.4.3 Partial Pathway Timeout timer

ch expander phy shall maintain‘a Partial Pathway Timeout timer. This timer is used to identify poten
pdlock conditions and to reguest resolution by the ECM. An expander phy shall initialize the Par

4.3.5) and run the Partial Pathway Timeout timer whenever the ECM provides confirmation to an expan
y that all expander phys-within the requested destination port are blocked waiting on partial pathways.

NOTE 18 - The partial pathway timeout value allows flexibility in specifying how long an expander device
waits beforesattempting pathway recovery. The recommended default value (see 10.4.3.5) was chosen to
cover awide range of topologies. Selecting small partial pathway timeout value values within a large topology
may. compromise performance because of the time a device waits after receiving OPEN_REJECT
(PATHWAY BLOCKED) before it retries the connection request. Similarly, selecting large partial pathway
timeout value values within a small topology may compromise performance due to waiting longer than
necessary to detect pathway blockage.

frame with this expander phy as its destination (i.e., when two expanderghys both receive an OPEN

nts

lial
ial
ee
Her

When the Partial Pathway Timeout timer is not running, an expander phy shall initialize and start the Partial
Pathway Timeout timer when all of the following conditions are met:

a) there are no unallocated expander phys within a requested destination port available to complete the

connection; and
b) at least one expander phy within the requested destination port contains a blocked partial pathway.

When one of the conditions above are not met, the expander phy shall stop the Partial Pathway Timeout timer.
If the timer expires, pathway recovery shall occur (see 7.12.4.4).


https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

210 14776-150 © ISO/IEC:2004(E)

7.12.4.4 Pathway recovery

Pathway recovery provides a means to abort connection requests in order to prevent deadlock using pathway
recovery priority comparisons. Pathway recovery priority compares the OPEN address frames of the blocked
connection requests as described in table 79.

Table 79 — Pathway recovery priority

Bits 75-68 (75 is MSB) Bits 67-5 Bits 3-0 (O is LSB)
PATHWAY-BHOEKED-COUNT SOUREE-SASABBRESS CONNECTHONRATEfietd
field value field value value

Wihen the Partial Pathway Timeout timer for an arbitrating expander phy expires (i.e., reaches.avalug of
zefo), the ECM shall determine whether to continue the connection request or to abort thesconnect{on
request.

Thie ECM shall instruct the arbitrating expander phy to reject the connection request by transmitting
OREN_REJECT (PATHWAY_BLOCKED) when the Partial Pathway Timeout timer expires and the pathway
regovery priority of the arbitrating expander phy (i.e., the expander phy requesting the eonnection) is less than
the pathway recovery priority of all expander phys within the destination porywith an arbitration statug of
WAITING_ON_PARTIAL.

7.12.5 Expander devices and connection requests

7.12.5.1 All expander devices

Before an expander device transmits AIP, it may have transmitted an OPEN address frame on the same
physical link. Arbitration fairness dictates which OPEN address frame wins (see 7.12.3).

r an expander device transmits an AlP, it shall not transmit an OPEN address frame unless it has higher
arbitration priority than the incoming connection request:

Expander devices shall transmit no more than.thrge consecutive AIPs without transmitting an idle dwaolrd.
Expander devices shall transmit at least one AlR\évery 128 dwords.

Expander devices shall transmit an AIP withinr 128 dwords of receiving an OPEN address frame.

7.12.5.2 Edge expander devices

Wihen an edge expander device.receives a connection request, it shall compare the destination SAS address
to the SAS addresses of the(devices to which each of its phys is attached. For all phys which have taple
ting attributes (see 4.6.7.1) and are attached to edge expander devices, it shall compare the destinat|jon
SAS address to all the enabled routed SAS addresses in the expander route table.

If if finds a match im-ene or more phys, then the expander device shall arbitrate for access to one of the
matching phys and forward the connection request.

If it does not.find a match, but at least one phy has the subtractive routing attribute and is attached tofan
expander device (either an edge expander device or a fanout expander device), and the request did not come
from that.expander device, the connection request shall be forwarded to the expander device through anyf of
thg subtractive routing phys.

If iTd0es not Tfind a match and no subtractive routing pny 1S available, the edge expander device shalt reply
with OPEN_REJECT (NO DESTINATION).

If the destination phy is in the same expander port as the source phy and the source phys are using the
subtractive routing method, the edge expander device shall reply with OPEN_REJECT (NO DESTINATION).
If the source phys are not using subtractive routing, the edge expander device shall reply with
OPEN_REJECT (BAD DESTINATION).

7.12.5.3 Fanout expander devices

When a fanout expander device receives a connection request, it shall compare the destination SAS address
to the SAS addresses of the devices to which each of its phys is attached. For all phys that are attached to
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edge expander devices, the fanout expander device shall compare the destination SAS addresses to all the
enabled SAS addresses in the expander route table.

If the fanout expander device finds a match in one or more phys, it shall arbitrate for access to one of the
matching phys and forward the connection request.

If the fanout expander device does not find a match, it shall reply with OPEN_REJECT (NO DESTINATION).
If the destination phy is in the same expander port as the source phy, it shall reply with OPEN_REJECT (BAD
DESTINATION).

7.

BR
Tir

After transmitting BREAK, the source phy shall initialize a Break Timeout timer to 1 ms and,start the Bre

Ti
Ta

i

2.6 Aborting a connection request

EAK may be used to abort a connection request. The source phy shall transmit a BREAK after the-Of
heout timer expires or if it chooses to abort its request for any other reason.

heout timer.

ble 80 lists the responses to a BREAK being transmitted before a connection response has been receivg

Table 80 — Abort connection responses

ak

d.

Response Description

BREAK This confirms that the connection requesthasbeen aborted.

Break Timeout timer

expires The originating phy shall assume the-connection request has been aborted.

When a phy sourcing a BREAK is attached to an expander.device, the BREAK response to the source phy

ge
If t
thd
traj
sh
thd

herated by the expander phy to which the source phy is,attached, not the other SAS phy in the connecti
ne expander device has transmitted a connection request to the destination, it shall also transmit BREAK
destination. If the expander device has not transmitted a connection request to the destination, it shall
hsmit BREAK to the destination. After transmitting BREAK back to the originating phy, the expander deyv
bll ensure that an open response does not-occur (i.e., the expander device shall not forward dwords fr
destination any more). Figure 82 shows an example of BREAK usage.

is
DN.
to
hot
ce
bm
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Case 1: OPEN address frame has not propogated through the expander device:

OPEN
address .
frame ................ Idle . .
Source phy Expander device Desgrr:;\tlon
" idle e
Case 1 result: BREAK only on Source device physical link
BREAK _
idle | S
Source phy Expander device esp'ﬂs e
BREAK idle

Case 2: OPEN address frame has propogated through the expander device:

OPEN OPEN
address address
frame frame
Source phy Expander device DGSSE;\“O“
idle idle

Case 2 result: BREAK on Source device's physicallink, then on destination
device's physical link
BREAK BREAK

[y

estination

Source phy D Expander device phy

BREAK

BREAK
Figure 82 — Abarting a connection request with BREAK

ure 83 shows the sequence for a cohnection request where the Open Timeout timer expires.
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transmitter

Open address frame
Reset Open Timeout
timer

Reset Open Timeout

timer_
Reset Open Timeout

213

\>

[
— —

receiver

AIP
AIP

7.1

CL
7.1

After transmitting CLOSE, the source phy shalllinitialize a Close Timeout timer to 1 ms and start the Clqg

T
Ta

1

heout timer.

tiTTTeT
Receive 1 ms of
idle dwords
without AIP -
Open Timeout
timer expires

Transmit BREAK
primitive sequence

Receive BREAK
primitive sequence

Ytime \

-

Receive BREAK
primitive sequénce

Transmit\ BREAK

&4

primitive’sequence

¥ time

Figure 83 — Connection requestimeout example

2.7 Closing a connection

ble 81 lists the responses to a CLOSE(being transmitted.

OSE is used to close a connection of any protocel:. See 7.16.6 for details on closing SSP connectio
7.5 for details on closing STP connections, and 7:18.3 for details on closing SMP connections.

Table 81 — Close connection responses

se

Response

Description

CLOSE

This confirms that the connection has been closed.

expires

Close Timeout timer

The originating phy shall attempt to break the connection (see 7.12.8).

NO
co

Wllmen a‘phy has both transmitted and received CLOSE, it shall consider the connection closed.

additional dwords for the connection shall follow the CLOSE. Expander devices shall close the full-dup
hnection.upon detecting a CLOSE in each direction.

ex
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ure 84 shows example sequences for closing a connection.
Example 1: CLOSESs sent one at a time
transmitter receiver
CLOSE primitive
&4 sequence

CLOSE primitive

7.1

In pddition to aborting a connection request, BREAK may als0.be used to break a connection, in cases wh

Cu
for|

After transmitting BREAK, the source phy shall initialize a Break Timeout timer to 1 ms and start the Bre
meout timer.

Ti

Table 82 lists the responses to a BREAK being'transmitted after a connection has been established.

L
saqllancao
TCTTTTTS

Ytime Y time

Example 2: CLOSEs sent simultaneously

transmitter receiver
CLOSE primitive CLOSE primitive
sequence sequence,
time time

Figure 84 — Closing a connection example

2.8 Breaking a connection

OSE is not available. After transmitting BREAK, the originating phy shall ignore all incoming dwords exc
BREAKS.

Table 82— Break connection responses

E)

bre
ppt

ak

Response Description

BREAK Thisconfirms that the connection has been broken.

Break Timeout timer {_The originating phy shall assume the connection has been broken. The
expires originating phy may perform a link reset sequence.

hddition to a BREAK, a connection is considered broken due to loss of dword synchronization (see 6.8).

hddition t0.the actions described in this subclause and in 7.12.6, the following shall be the responses by
P phy-t0 a broken connection:

&)y Received frames having no CRC error may be considered valid regardless of whether an ACK has

DEen transmitted N response 10 the frame Prior 10 the Droken connecuon,
b) Transmitted frames for which an ACK has been received prior to a broken connection shall be
considered successfully transmitted; and
c) Transmitted frames for which an ACK or NAK has not been received prior to a broken connection
shall be considered not successfully transmitted.

7.13 Rate matching

Each successful connection request contains the connection rate (see 4.1.10) of the pathway.

an
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Every phy in the physical link shall insert ALIGNs or NOTIFYs between dwords to match the connection rate.
Phys receiving ALIGNs and NOTIFYs delete them regardless of whether the ALIGNs and NOTIFYs were
inserted for clock skew management (see 7.3) or for rate matching.

The faster phy shall rotate between ALIGN (0), ALIGN (1), ALIGN (2), and ALIGN (3) to reduce long strings of
repeated patterns appearing on the physical link. NOTIFYs may be used to replace ALIGNs (see 7.2.5.9).

Figure 85 shows an example of rate matching between a 3,0 Gbps source phy and a 3,0 Gbps destination
phy, with an intermediate 1,5 Gbps physical link in between.

Pi beibai iillk A Pi |yaiuai ill I;\ B Pi |yai\,ai ill Ik C
3,0 Ghps 1,5 Gbps 3,0 Ghps
negotiated physical negotiated physical negotiated physical
link rate link rate link rate
End Expander device Expander device End
device device
Phy | 4| Phy Phy | 5 Phy Phy | 5| Phy
(inserts (removes (inserts (removes
ALIGNS) ALIGNS) ALIGNS) ALIGNS)
1,5 Gbps 1,5 Gbps 1,5 Gbps
connection connection connection
rate rate rate

Sample dwords on physical links (from left ta tight) during a 1,5 Gbps connection:
Time »

E‘%’E';a' [ALlGNj@wordo ALIGNjijordl ALIGNijordZ ALIGN dword<

-

- |

hysical

link B dword dword 0 dword 1 dword 2
hysical

link C dword | ALIGN | dword | ALIGN | dword O | ALIGN | dword 1 | ALIGN

Figure 85 — Rate matching example

-

A phy shall start inserting ALIGNs and NOTIFYs for rate matching at the selected connection rate with the first
dword following:

a) transmitting the EOAF for an OPEN address frame; or
b) transmitting an OPEN_ACCEPT.

The source phy transmits idle dwords including ALIGNs and NOTIFYs at the selected connection rate while
waiting for the connection response. This enables each expander device to start forwarding dwords from the
source phy to the destination phy after forwarding an OPEN_ACCEPT.
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phy shall stop inserting ALIGNs and NOTIFYs for rate matching after:

a) transmitting the first dword in a CLOSE;

b) transmitting the first dword in a BREAK;

c) receiving an OPEN_REJECT for a connection request; or
d) losing arbitration to a received OPEN address frame.

If an STP initiator port discovers a SATA device behind an STP/SATA bridge with a physical link rate greater
than the maximum connection rate supported by the pathway from the STP initiator port, the STP initiator port
should use the SMP PHY CONTROL function (see 10.4.3.10) to set the MAXIMUM PHYSICAL LINK RATE field of

thd

7.

L4 SL (link layer for SAS phys) state machines

7.14.1 SL state machines overview

Th

©

All

PEN address frames), CLOSEs, and BREAKSs. The SL state machines are as follows:

a) SL_RA (receive OPEN address frame) state machine (see 7.14.3); and
b) SL_CC (connection control) state machine (see 7.14.4).

the SL state machines shall begin after receiving an Enable Disable SAS Link (Enable) message from

SU IR state machines.

If g

expander phy attached to the SATA device to the maximum connection rate supported by the pathway.

state machine consists of multiple states the initial state is as indicated in the state machine descriptiory.

e SL (link layer for SAS phys) state machines controls connections, handling both eonnection requepts

he
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Figure 86 shows the SL state machines.

SL (link layer for SAS phys) state machine

SL_CCO:ldle Connection Control (part 1)
! -
Open )
Connection [ ~\ SL_CcCa4:
e SL CC1l:ArbSel H SL CCb5:BreakWait| DisconnectWait
1
> Open C!:onnection - ——1
SLBA opeN _'__Falled Closed ~J A
3L RA " Received Connection
""Rgcpelizv,\éd ! 4 g Closed -—=-{
Stop Arb,
p -~ . <
Change
- Received 4
=" -.-7 SL _CC3:Connected
4 4 ’,Connection
! --~  Opened
Change ( P
Received g
Bt SSP, - --Request Break-# —
Enable SMP, R t Cl6Se-p
Disable or STP ==~ ~Request oS8 .
_L_ SAS | __ Enable Dlsable'> SSP
SLIR Link SSP (Enable)
mbl SL_CC2:Selected A
(Enable) | | ___Enable Disable_>5|vIP
/ ;b Connection SMP (Enable) =
e o Enable Disabl
nable Disable
-4 - .p STP
| _/_Enable Disable "\ STP (Enable)
Enable SSP (Disable)™ ™SSP >
Disable Enable Deab]
SAS | _ ¢-Enable Disable____ o\/\p
Link SMP(Disable) =
_(_D-ls-alal_e) - - _ESr]I‘_'lel)JleDl_Diszlble__»STP SL CC6:Break o
N (to al (Disable)
L_IR ! »le SL_CC7:CloseSTP
state_:s, Accept_Reject
causing Opens ~#f}— 5
transitj

A

A
1 Connection
éQt%e) - Closed ~~~-
<X

A

Figure 86 — SL (link layer for SAS phys) state machines (part 1)
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Figure 87 shows the messages sent to the SL transmitter and received from the SL receiver.

SL (link layer for SAS phys) state machines (part 2)
Connection Control Receive OPEN Address Frame
0
Transmit SL CCO:Idle SL RA1:RxOpen
Broadcast . it
N | __ . lransmit _ - --SOAF Received >
> Idle Dword >
Ll. BROADCAST | __ Transmit Data Dword
(CHANGE) Received B>*="8roabcasT™ =~ Received ~~ B )b
SL CC1:ArbSel
| BREAK e ---EOAF Received- opEn
Received L .
Received’SL Se
OPEN_REJECT
T~  Received -
r~
B _OPEN_ACCEPT _ . SL_CC3:Cdrinected
Received Transmit
_____ —— Transmit
Idle Dword =g Tl d-l>
AP ____ > BREAK Idle Dwor
FT--=" Received Transmit __‘Received--l>
- --- SOAF/Data --L>
|| BROADCAST | Dwords/EOAF S SQWOSE __
(CHANGE) Received Received
____SOAF/Data Dwords/_‘> SL CC5:BreakWait
EOAF Transmitted .
Transmit
“~BREAK P
SL CC2:Selected __ BREAK o
. Received .
| . TrangfQlit > . Transmit ->
BREAK = OPEMIREJECT Idle Dword
Received Transmit
"~ OPEN_ACCEPT = SL cca:
. DisconnectWait
(to all states, SL-CC6:Break .
causing transition Transmit __Transmlt___l>
to SL_CCO:ldle) "~ BREAK P BREAK ___| CLOSE
\ - i -
SL IR-===== Received Transmit
SL_CC7:CloseSTP Lost ~~"1dle Dword ">
__Transmit__l> _-Received--{>
eo : CLOSE
?\ Link
é& (Disable)

Figure 87 — SL (link layer for SAS phys) state machines (part 2)

7.14.2 SL transmitter and receiver

The SL transmitter receives the following messages from the SL state machines:

a) Transmit Idle Dword;
b) Transmit SOAF/Data D

words/EOAF;

c) Transmit OPEN_ACCEPT;
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d)

e)
f)
)

Transmit OPEN_REJECT with an argument indicating the specific type (e.g., Transmit
OPEN_REJECT (Retry));

Transmit BREAK;

Transmit BROADCAST, and

Transmit CLOSE with an argument indicating the specific type (e.g., Transmit CLOSE (Normal)).

The SL transmitter sends the following messages from the SL state machines:

Th

a)
sl

SOAF/Data Dwords/EOAF Transmitted.

Wihen the SL transmitter is requested to transmit a dword from any state within any of the SL state machin
hall transmit that dword. If there are multiple requests to transmit, the following priority should be follow
en selecting the dword to transmit:

it S
wh

7.1

Th
fral
of

Th
Th

If this state machine receives a subsequent SOAF after receiving an SOAF but before receiving an EO
n this state machine-shall discard the data dwords received before the subsequent SOAF.

the

Ift
m4

After receiving an EOAF, this state machine shall check if the address frame is a valid OPEN address fram

Th

a)
b)
c)
d)

e)
f)
9)

h)
i)

1)
2)
3)
4)
5)

4.3 SL_RA (receive OPEN address frame) state machine

e SL_RA state machine’s function is to-receive address frames and determine if the received addre
me is an OPEN address frame and-whether or not it was received successfully. This state machine consi
bne state.

s state machine receives SOAFs, dwords of an OPEN address frames, and EOAFs.

s state machine shall ignare all primitives except SOAF and EOAF.

nis state machine’receives more than eight data dwords after an SOAF and before an EOAF, then this st
chine shall 'discard the address frame.

s,state machine shall accept an address frame a valid OPEN address frame if:

receiver sends the followina messaaes-to the Sl _state machines:
~ ~

SOAF Received;

Data Dword Received;
EOAF Received,;
BROADCAST Received with an argument indicating the specific type (e.g., BROADCAST Receive
(Change));

BREAK Received,;

OPEN_ACCEPT Received;

OPEN_REJECT Received with an argument indicating the specific type (e.g.,}OPEN_REJECT
Received (No Destination));

AIP Received; and

CLOSE Received with an argument indicating the specific type (e.g:.CLOSE Received (Normal)).

BREAK;

CLOSE;

OPEN_ACCEPT or OPEN_REJECT;
SOAF or data dword or EOAF; then
idle dword.

BS,
ed

SS
Sts

nte

©

a)
b)
c)

The ADDRESS FRAME TYPE TiEld IS SEt 1o Open,
the number of data dwords between the SOAF and EOAF is 8; and
the CRC field contains a valid CRC.

Otherwise, this state machine shall discard the address frame. If the frame is not discarded then this state
machine shall send a OPEN Received message to the SL_CCO:ldle state and the SL_CC1:ArbSel state with
an argument that contains all the data dwords received in the OPEN address frame.
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7.14.4 SL_CC (connection control) state machine

7.14.4.1 SL_CC state machine overview

The state machine consists of the following states:

a) SL_CCO:ldle (see 7.14.4.2)(initial state);
b) SL_CC1:ArbSel (see 7.14.4.3);

c) SL _CC2:Selected (see 7.14.4.4);

d) SL _CC3:Connected (see 7.14.4.5);

Th
stg
m4

Th
7.1

Th
lay

Th

un
u
an

An
st

Th

>

e) SL_CC4:DisconnectWait (see 7.14.4.6);
f) SL_CCb5:BreakWait (see 7.14.4.7); and
g) SL_CC6:Break (see 7.14.4.8).

e state machine shall start in the SL_CCO:Idle state. The state machine shall transition to the.SL_CCO:|
te from any other state after receiving an Enable Disable SAS Link (Disable) message from'the SL_IR st
chines (see 7.9.5).

e SL_CC state machine receives the following messages from the SSP link layer ‘state machine (S
6.7), the STP link layer state machine, and SMP link layer state machine (see 7.184):

a) Request Break; and
b) Request Close.

e SL_CC state machine sends the following messages to the SSP link-layer state machine, the STP |
er state machine, and SMP link layer state machine:

a) Enable Disable SSP;
b) Enable Disable STP; and
c) Enable Disable SMP.

P SL_CC state machine receives the following messages from the SL_IR state machines (see 7.9.5):

a) Enable Disable SAS Link (Enable); and
b) Enable Disable SAS Link (Disable).

less otherwise stated within the state description, all running disparity errors, illegal characters, §
bxpected primitives (i.e., any primitive not ‘described in the description of the SL_CC state) received wit
y SL state shall be ignored and idle dwords shall be transmitted.

y detection of an internal error shall-cause the SL_CC state machine to transition to the SL_CC5:BreakW\
te.

e SL_CC state machine shallmaintain the timers listed in table 83.

Table 83 — SL_CC timers

Timer Initial value
Open Timeout timer 1ms
Close Timeout timer 1ms
Break Timeout timer 1ms

dle
hte

nk

nd
hin

ait

7.14.4.2 SL_CCQO:Idle state

7.14.4.2.1 State description

This state is the initial state and is the state that is used when there is no connection pending or established.

Upon entry into this state, this state shall send Enable Disable SSP (Disable), Enable Disable SMP (Disable),
and Enable Disable STP (Disable) messages to the SSP, SMP, and STP link layer state machines.

This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the SL transmitter (see 7.4).
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If a BROADCAST Received (Change) message is received, this state shall send a Change Received
confirmation to the management layer.

If a Transmit Broadcast request is received with any argument, this state shall send a Transmit BROADCAST
message with the same argument to the SL transmitter.

7.14.4.2.2 Transition SL_CCO:ldle to SL_CC1:ArbSel

This transition shall occur after receiving both an Enable Disable SAS Link (Enable) confirmation and an
Open Connection request. The Open Connection request includes these arguments:

7.1
Th
OF
7.1

7.1
Th
Th

Th
Dv
mq

If & BROADCAST Receéived (Change) message is received this state shall send a Change Recei\

co

If
sh
of

a) source SAS address;

b) destination SAS address;
c) protocol;

d) arbitration wait time;

e) connection rate;

f) initiator port bit; and

g) initiator connection tag.

4.4.2.3 Transition SL_CCO:Idle to SL_CC2:Selected
s transition shall occur after receiving both an Enable Disable SAS Link (Enable) confirmation and
EN Address Frame Received message.

4.4.3 SL_CC1:ArbSel state

4.4.3.1 State description
s state is used to make a connection request.
s state shall:

1) request an OPEN address frame be transmitted by sending a Transmit SOAF/Data Dwords/EOAF
message to the SL transmitter with the dwords containing the OPEN address frame with its fields 3
to the arguments received with the Open Connection request;

2) initialize and start the Open Timeouttimer; and

transmitter.

s state shall ignore incoming QPEN_REJECTs or OPEN_ACCEPTs from the time a Transmit SOAF/D
ords/EOAF message is sent'to the SL transmitter until an SOAF/Data Dwords/EOAF Transmitf
ssage is received from the SL transmitter.

hfirmation to the magagement layer.

In AIP Receivetl message is received after requesting the OPEN address frame be transmitted, this st
bl reinitialize_and restart the Open Timeout timer. The state machine shall not enforce a limit on the num
AIPs received.

is state receives an OPEN_REJECT Received (No Destination) message after transmitting the OP

3) request idle dwords be transmitted:by repeatedly sending Transmit Idle Dword messages to the Sl

an

et

hta
ed

ed

ate
per

EN

IS Stale receives an eceive al estlination) message arter transmitting

address frame, this state shall send an Open Failed (Bad Destination) confirmation to the port layer.

If this state receives an OPEN_REJECT Received (Wrong Destination) message after transmitting the OPEN
address frame, this state shall send an Open Failed (Wrong Destination) confirmation to the port layer.

If this state receives an OPEN_REJECT Received (Connection Rate Not Supported) message after
transmitting the OPEN address frame, this state shall send an Open Failed (Connection Rate Not Supported)
confirmation to the port layer.
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If this state receives an OPEN_REJECT Received (Protocol Not Supported) message after transmitting the
OPEN address frame, this state shall send an Open Failed (Protocol Not Supported) confirmation to the port
layer.

If this state receives an OPEN_REJECT Received (Retry) message after transmitting the OPEN address

fra

me, this state shall send an Open Failed (Retry) confirmation to the port layer.

If this state receives an OPEN_REJECT Received (Pathway Blocked) message after transmitting the OPEN
address frame, this state shall send an Open Failed (Pathway Blocked) confirmation to the port layer.

7.
Th

7.1
Th

Th
Co
req

7.1

Th
OF

4.4.3.2 Transition SL_CC1:ArbSel to SL_CCO:ldle

s transition shall occur after sending an Open Failed confirmation.

4.4.3.3 Transition SL_CC1:ArbSel to SL_CC2:Selected
s transition shall occur after transmitting the OPEN address frame if:

a) one or more AIP Received messages have been received before an OPEN Address Frame Receiv
message is received (i.e., the incoming OPEN address frame overrides the outgoing OPEN addre
frame); or

b) no AIP Received messages have been received before an OPEN Address-Frame Received messa
is received, and the arbitration fairness rules (see 7.12.3) indicate theteceived OPEN address frar]
overrides the outgoing OPEN address frame.

e arbitration fairness comparison shall use the value of the arbitration wait time argument to the O
nnection request for the outgoing OPEN address frame and the/value of the ARBITRATION WAIT TIME fi
eived in the incoming OPEN address frame.

4.4.3.4 Transition SL_CC1:ArbSel to SL_CC3:Connected

s transition shall occur if this state receives an OPEN-ACCEPT Received message after transmitting
EN address frame.

If

Cdnnection Opened (STP, Source Opened) confirmation to the port layer before the transition. This transit|
shall include an Open STP Connection argument. At this point an STP connection has been opened betwe
thg source phy and the destination phy,

If

Cdnnection Opened (SSP, Source Opened) confirmation to the port layer before the transition. This transit|
shall include an Open SSP Cannection argument. At this point an SSP connection has been opened betwe
thg source phy and the destination phy.

If
Cd
sh
be

7.1
Th

e ProTOcCOL field in the transmitted OPEN address frame was set to STP, then this state shall sen

e proTOCOL field in the transmitted OPEN address frame was set to SSP, then this state shall sen

e ProTocoL field inthe transmitted OPEN address frame was set to SMP, then this state shall sen
nnection Opened(SMP, Source Opened) confirmation to the port layer before the transition. This transit|
Al include an.Qpen SMP Connection argument. At this point an SMP connection has been open
ween the soufce phy and the destination phy.

4.4.3.5:Fransition SL_CC1:ArbSel to SL_CC5:BreakWait

s transition shall occur if a BREAK Received message has not been received and after:

bd
5S

pe
ne

en
bld

i a
on
en

i a
on
en

1 a
on
ed

a) a Stop ATb request is received and aiter sending an Open Failed (Port Layer Request) confirmation
the port layer; or

b) there is no response to the OPEN address frame before the Open Timeout timer expires and after
sending an Open Failed (Open Timeout Occurred) confirmation to the port layer.

7.14.4.3.6 Transition SL_CC1:ArbSel to SL_CC6:Break

This transition shall occur after:

a) receiving a BREAK Received message; and
b) sending an Open Failed (Break Received) confirmation to the port layer.

to
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7.14.4.4 SL_CC2:Selected state

7.14.4.4.1 State description

This state completes the establishment of an SSP, SMP, or STP connection when an incoming connection
request has won arbitration by sending a Transmit OPEN_ACCEPT message, or rejects opening a
connection by sending a Transmit OPEN_REJECT message to the SL transmitter.

This state shall respond to an incoming OPEN address frame using the following rules:

1) lfthe OPEN address frame DESTINATION.-SAS ADDRESS field does not match the SAS address of this

port, this state shall send a Transmit OPEN_REJECT (Wrong Destination) message to the SL tranps-
mitter;

2) If the OPEN address frame INITIATOR PORT bit, PROTOCOL field, FEATURES field, and/or INITIATOR
CONNECTION TAG field are set to values that are not supported (e.g., a connection requestfrom an
SMP target port), this state shall send a Transmit OPEN_REJECT (Protocol Not Supported) messape
to the SL transmitter;

3) If the OPEN address frame CONNECTION RATE field is set to a connection rate that is not supported
this state shall send a Transmit OPEN_REJECT (Connection Rate Not Supperted) message to the
SL transmitter;

4) If the OPEN address frame PROTOCOL field is set to STP, the source SAS address is not that of the
STP initiator port with an affiliation established or the source SAS address is not that of an STP
initiator port with task file register set resources (see 7.17.3), this State shall send a Transmit
OPEN_REJECT (STP Resources Busy) message to the SL transmitter;

5) If an Accept_Reject Opens (Reject SSP) request, Accept_Reject Opens (Reject SMP) request, or
Accept_Reject Opens (Reject STP) request is received and'the requested protocol is the corre-
sponding protocol, this state shall send a Transmit OPEN_REJECT (Retry) message to the SL trans-
mitter;

6) If the requested protocol is SSP and this state has not received an Accept_Reject Opens (Reject
SSP) request then this state shall send a Transniit OPEN_ACCEPT message to the SL transmitte
and send a Connection Opened (SSP, Destination Opened) confirmation to the port layer;

7) If the requested protocol is SMP and this state has not received an Accept_Reject Opens (Reject
SMP) request then this state shall send-a Transmit OPEN_ACCEPT message to the SL transmittef
and send a Connection Opened (SMR/ Destination Opened) confirmation to the port layer; or

8) If the requested protocol is STP and this state has not received an Accept_Reject Opens (Reject
STP) request then this state shall'send a Transmit OPEN_ACCEPT message to the SL transmittef
and send a Connection Opened (STP, Destination Opened) confirmation to the port layer.

7.14.4.4.2 Transition SL_CC2:Selected to SL_CCO:ldle

Thjs transition shall occur-after this state sends a Transmit OPEN_REJECT message to the SL transmitter

7.14.4.4.3 Transition-SL_CC2:Selected to SL_CC3:Connected
This transition shallvoccur after sending a Connection Opened confirmation.

This transition‘shall include an Open SSP Connection, Open STP Connection, or Open SMP Connectlon
argumentsbased on the requested protocol.

=

7.144,4.4 Transition SL_CC2:Selected to SL_CC6:Break

This transition shall occur after a BREAK Received message is received.
7.14.4.5 SL_CC3:Connected state

7.14.4.5.1 State description

This state enables the SSP, STP, or SMP link layer state machine to transmit dwords during a connection. See
7.13 for details on rate matching during the connection.
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If this state is entered from SL_CC1:ArbSel state or the SL_CC2:Selected state with an argument of Open
SMP Connection then this state shall send an Enable Disable SMP (Enable) message to the SMP link layer
state machines (see 7.18.4).

If this state is entered from SL_CC1:ArbSel state or the SL_CC2:Selected state with an argument of Open
SSP Connection then this state shall send an Enable Disable SSP (Enable) message to the SSP link layer
state machines (see 7.16.7).

If this state is entered from SL_CC1:ArbSel state or the SL_CC2:Selected state with an argument of Open
STP Connection then this state shall send an Enable Disable STP (Enable) message to the STP link layer

stg

Th
the

A

an
stg
7.1

Th

7.1
Th

7.1

Th
(B

7.1
Th

7.1

7.1
Th
Th

A

te machines (see /7.17.7).

s state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messageq
SL transmitter until the SSP, SMP, or STP link layer state machine starts transmitting.

CLOSE Received message may be received at any time while in this state, but shall be ignored during S
 SMP connections. If a CLOSE Received (Clear Affiliation) is received during an STP.connection, t
te shall clear any affiliation (see 7.17.3).

4.4.5.2 Transition SL_CC3:Connected to SL_CC4:DisconnectWait

s transition shall occur if a Request Close message is received.

4.4.5.3 Transition SL_CC3:Connected to SL_CC5:BreakWait
s transition shall occur if:

a) a Request Break message is received;
b) a BREAK Received message has not been received; and
c) after sending a Connection Closed (Break Received).confirmation to the port layer.

4.4.5.4 Transition SL_CC3:Connected to SL_CC6&:Break

s transition shall occur if a BREAK Received message is received and after sending a Connection Clog
eak Received) confirmation to the port layer.

4.4.5.5 Transition SL_CC3:Connected to SL_CC7:CloseSTP

s transition shall occur if a CLOSE-Received message is received during an STP connection.
4.4.6 SL_CC4:DisconnectWait. state

4.4.6.1 State description
s state closes the connection and releases all resources associated with the connection.

s state shall:

transmitter; and
2) initialize and start the Close Timeout timer.

CLOSE Received message may be received at any time while in this state. If a CLOSE Received (CIg

Aff

1) send a Ttansmit CLOSE (Normal) message or Transmit CLOSE (Clear Affiliation) message to the §

to

5P
his

ed

par

liation) is received during an STP connection, this state shall clear any affiliation (see 7.17.3)

7.14.4.6.2 Transition SL_CC4:DisconnectWait to SL_CCO:Idle

Th

is transition shall occur after:

a) sending a Transmit CLOSE message to the SL transmitter;
b) receiving a CLOSE Received message; and
c) sending a Connection Closed (Normal) confirmation to the port layer.
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7.14.4.6.3 Transition SL_CC4:DisconnectWait to SL_CCb5:BreakWait

This transition shall occur if:

a) aBREAK Received message has not been received,;

b) no CLOSE Received message is received in response to a Transmit CLOSE message before the
Close Timeout timer expires; and

c) after sending a Connection Closed (Close Timeout) confirmation to the port layer.

7.14.4.6.4 Transition SL_CC4:DisconnectWait to SL_CC6:Break

Thls transition shall occur after receiving a BREAK Received message and after sending a Connegt
Closed (Break Received) confirmation to the port layer.

7.1

7.1

Th
co

Th

7.1

Th
a H
Ca

7.1

7.1
Th
Th

While in this state all primitives received shall be ignored.

7.1
Th

7.1

7.1
Th
Th

4.4.7 SL_CC5:BreakWait state

4.4.7.1 State description

is state closes the connection if one is established and releases all resources.associated with t
hnection.

s state shall:

1) send a Transmit BREAK message to the SL transmitter; and
2) initialize and start the Break Timeout timer.

4.4.7.2 Transition SL_CC5:BreakWait to SL_CCO:ldle

BREAK Received message is not received before the Break Timeout timer expires, this state shall sen
nnection Closed (Break Timeout) confirmation to the port.layer before making this transition.

4.4.8 SL_CC6:Break state

4.4.8.1 State description
s state closes any connection and releases all resources associated with this connection.

s state shall send a Transmit BREAK message to the SL transmitter.

4.4.8.2 Transition SL_CC6:Break to SL_CCO:Idle

s transition shall occur after sending a Transmit BREAK message to the SL transmitter.
4.49 SL_CC7.€loseSTP state

4.4.9.1 State-description
s stateseloses an STP connection and releases all resources associated with the connection.

s,state shall:

s transition shall occur after receiving a BREAK Received message or if the Break Timeout timer expires.

on

 a

T)_ send a Transmit CLOSE (Normal) message or Transmit CLOSE (Clear Affiliation) message 1o the
transmitter; and
2) send a Connection Closed (Normal) confirmation to the port layer.

While in this state all primitives received shall be ignored.

7.14.4.9.2 Transition SL_CC7:CloseSTP to SL_CCQO:Idle

Th

is transition shall occur after sending a Connection Closed (Normal) confirmation to the port layer.

L
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7.15 XL (link layer for expander phys) state machine

7.15.1 XL state machine overview

The XL state machine controls the flow of dwords on the physical link and establishes and maintains
connections with another XL state machine as facilitated by the expander function - specifically the ECM and
ECR.

This state machine consists of the following states:

) NlOslalla L Z AL Nl oot o,
A) ALV TUIC (OTT T LJ. Jj{Inmnmmar otatc j,

b) XL1:Request Path (see 7.15.4);

c) XL2:Request_Open (see 7.15.5);

d) XL3:Open_Confirm_Wait (see 7.15.6);
e) XL4:Open_Reject (see 7.15.7);

f) XL5:Forward_Open (see 7.15.8);

g) XL6:Open_Response_Wait (see 7.15.9);
h) XL7:Connected (see 7.15.10);

i) XL8:Close_Wait(see 7.15.11);

i) XL9:Break (see 7.15.12); and

k) XL10:Break_ Wait (see 7.15.13).

The XL state machine shall start in the XLO:Idle state. The XL state machine shall transition to the XLO:lfle
stdte from any other state after receiving an Enable Disable SAS Link (Disable) message from the SL_IR state
machines (see 7.9.5).

The XL state machine receives the following messages from the S 'IR state machine:

a) Enable Disable SAS Link (Enable); and
b) Enable Disable SAS Link (Disable).

Urlless otherwise stated within a state description, @l running disparity errors, illegal characters, and
unpxpected primitives received within any XL state shall be ignored.

>

The XL state machine shall maintain the timers._listed in table 84.

Table 84 — XL timers

Timer Initial value

Partial Pathway Timeout timer Partial pathway timeout value (see 7.12.4.3)

Break Timeout timer 1ms
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Figure 88 shows several states in the XL state machine.

XL (link layer for expander phys) state machine (part 1)
XLO:ldle XL9:Break
Transmit Broadcast . .
T Sy . :Op
g Broadcast”| Event Notify § XL.3:0pen_Confirm_Wait ——~
! Rrimitive Y XL6:0pen Response Wait ———p»
5 PhVNL?Ver# XL3:Open _Reject Xt 7-Connected >
| Read - Transmit o xi8:Close Wait—»> Q‘
VoY OPEN_REJECT e Q
SATA ~ Pl — 1/
Spinup Hold XLl:RegueSt Path
] ‘ )
Enable g (tO all
SL IR| =« Disable» statgs,
SAS causing
Link ——— P XL5:Forward Open - it trantsomon
(Enable) | __Transmi >
oo BREAK AlP il
Received
> Enable
Disable
- SAS
Transmit Link
- S ST W CE) S, R Path-~
+ Id‘le I‘Dword 1 Arbitrating” ] equest Pat (Disable)
Transmit
FBROADCAST ™ T Arb Reject"> XL2:Request_Open
1 —
BROADCAST,
T~ Received ™ PO Arb Won™ = ™ _
| __Transm|t_._l:
BREAK
ST Arb Lost™ ™~ ]
1
OPEN XE£3:0pen_Confirm Wait ——p»
- __Address._l> XL6:Open Response Wait —p» P
Frame
Received <—— XL3:0pen_Confirm Wait
¢—— XL6:0pen Response Wait
'.Transmit Openp-j—— XL8:Close Wait
! ?S &—— XL10:Break Wait
-l

Figure 88 — XL (link layer for expander phys) state machine (part 1)
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Figure 89 shows additional states in the XL state machine.

XL (link layer for expander phys) state machine (part 2)

XL2:Request Open XL3:0pen Confirm_Wait
BREAK .
----Received'-l> ----- Transmit Break- =~
Y1 1-Roacunc + DAath Troncnn HOaan
AN ==y I\UHU\.JL _CALTT TTAQTITOTTITG V'\J\,II‘ ------ '_)ny b[a[us __
> Y > (Partial Pathway) QQ
. Phy Status
BREAK - - - Transmit ldle Dword>  p—--- (Blocked Partial Pathway)‘I )q/
-"-"Received--Dﬁ l’-Arb Status= P =—=====- Transmit AIP === Yy

,'—- ‘Open Accept#f —==Transmit OPEN_ACCEP{>
I‘:" ‘Open Reject®f ==Transmit OPEN_REJECT>

lr-Backoff RetryPprf = === Transmit |dle Dword=<T>
XL5:Forward Open
> ,~ ~ ~Backoff ==1—¥ XL0:ldle (to all
| Eet"herse L XL1:Request Path states,
! a causing
! . g XL7:Connected T
_—.Transmit __ o} e i 9:Break to
] Break . XLO:Idle)
XLO:ldle -l L p XL10:Break Wait 4--- SL IR
XL6:Open Response_Wait
OPEN Disable
~=rAddress Frame= - -=-Transmit Break- ~v SAS
Transmitted »} - - - ArbStatus- - -~ il
opEN  b---_. Transm|t__{> L~ -Open Accept—--’-\ (Disable)
Addre Idle Dweod
) R SS---|> - ——=0pen RejeCt = === y
Frame Trapsmit OPEN
Received - -> - — - Backoff Retry- ==«
Addréss Frame
= BREAK--D - Backoff R Path- =
Received ackoff Reverse Pat v
------ Broadcast . __ L ___phy status (Partial Pathway) 1=
Event Notify \Y y Status (Partial Pathway) \V
- -Phy Status (Blocked Partial Pathway)~\
" " Transmit Break-b---Broadcast Event Notify =« v

Q=% -OPEN Address Frame Received- >} -Transmit Idle Dword- -[>
------- AIP Received = = - >t—» XL0:ldle
______ BREAK Received--{>}—p XL1:Request Path
---BROADCAST Received{>—® XL7:Connected
----- OPEN_ACCEPT Received = —®» XL9:Break
----- OPEN_REJECT Received - >1—p» XL10:Break Wait

s

Figure 89 — XL (link layer for expander phys) state machine (part 2)
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Figure 90 shows additional states in the XL state machine.

Figure 90 — XL (link layer for expander phys) state machine (part 3)

XL (link layer for expander phys) state machine (part 3)
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¢~~~ T " Transmit Break™
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7.15.2 XL transmitter and receiver

(E)

The XL transmitter receives the following messages from the XL state machine indicating primitive
sequences, frames, and dwords to transmit:

Th

Th

Th
fral

Th
7.1

7.1
Th

If g
R4

If 4
Hg

If g
(Id

If g

a) Transmit Idle Dword;
b) Transmit AIP with an argument indicating the specific type (e.g., Transmit AIP (Normal));
c) Transmit BREAK;

d) Transmit BROADCAST with an argument indicating the specific type (e.g., Transmit BROADCAST

(Change));

e) Transmit CLOSE with an argument indicating the specific type (e.g., Iransmit CLOSE (Normal));

f)  Transmit OPEN_ACCEPT;

g) Transmit OPEN_REJECT, with an argument indicating the specific type (e.g., Transmit
OPEN_REJECT (No Destination));

h) Transmit OPEN Address Frame; and

i)  Transmit Dword.

e XL transmitter sends the following messages to the XL state machine:
a) OPEN Address Frame Transmitted.
e XL transmitter shall insert ALIGNs and NOTIFYs needed for rate matching(see 7.13).

e XL receiver sends the following messages to the XL state machine\indicating primitive sequenc
mes, and dwords received:

a) AIP Received with an argument indicating the specific typeAe.g., AIP Received (Normal));
b) BREAK Received;

c) BROADCAST Received;

d) CLOSE Received;

e) OPEN_ACCEPT Received;

f) OPEN_REJECT Received,;

g) OPEN Address Frame Received; and

h) Dword Received.

e XL receiver shall ignore all other dwords,
5.3 XLO:Idle state

5.3.1 State description
s state is the initial state and s the state that is used when there is no connection pending or establishe

L Phy Layer Not Ready-confirmation is received, this state shall send a Broadcast Event Notify (Phy |
ady) request to the BRP:

L SATA Spinup Hold confirmation is received, this state shall send a Broadcast Event Notify (SATA Spir]
Id) request to'the’BPP.

In Enable Disable SAS Link (Enable) message is received, this state shall send a Broadcast Event No
Entification’ Sequence Complete) request to the BPP.

L BROADCAST Received message is received, this state shall send a Broadcast Event Notify request

the

Not

c

p

Lify

to

BPP with the argument indicating the specific BROADCAST primitive received (e.g., CHANGE Receive

d).

If a Transmit Broadcast indication is received, this state shall send a Transmit BROADCAST message to the
XL transmitter with an argument specifying the specific type from the Transmit Broadcast indication.
Otherwise, this state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword
messages to the XL transmitter.

7.15.3.2 Transition XLO:ldle to XL1:Request_Path

Th

is transition shall occur if:

a) an Enable Disable SAS Link (Enable) message has been received;
b) a Transmit Open indication is not being received; and


https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

14776-150 © ISO/IEC:2004(E) 231

c) an OPEN Address Frame Received message is received.

7.15.3.3 Transition XLO:ldle to XL5:Forward_Open

Th

is transition shall occur if:

a) an Enable Disable SAS Link (Enable) message has been received; and
b) a Transmit Open indication is received.

This transition shall include a set of arguments containing the arguments received in the Transmit Open

In

ication

7.1

7.1
Th
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tra

If g
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If g
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arg

Th
If
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If 1
ru

Th

If t

5.4 XL1:Request_Path state

5.4.1 State description
s state is used to arbitrate for connection resources and to specify the destination of the-.cennection.

on entry into this state, this state shall repeatedly send a Transmit AIP (Normal) parameter to the
nsmitter.

n Arbitrating (Waiting On Partial) or Arbitrating (Blocked On Partial) confirmation-is received, this state sk
eatedly send a Transmit AIP (Waiting On Partial) parameter to the XL transmitter.

n Arbitrating (Waiting On Connection) confirmation is received, this state)shall repeatedly send a Trans
P (Waiting On Connection) parameter to the XL transmitter.

on entry into this state, this state shall send a Request Path/request to the ECM with the follow
uments:

a) destination SAS address;

b) source SAS address;

c) protocol;

d) connection rate;

e) arbitration wait time;

f) initiator port bit;

g) initiator connection tag;

h) pathway blocked count; and

i) partial pathway timeout status:

s state maintains the Partial Pathway Timeout timer.

he Partial Pathway Timeadutjtimer is not already running, the Partial Pathway Timeout timer shall
ialized and started when ‘an Arbitrating (Blocked On Partial) confirmation is received.

he Partial Pathway Timeout timer is already running, the Partial Pathway Timeout timer shall continug
if an Arbitrating (Blocked On Partial) confirmation is received.

e Partial Pathway Timeout timer shall be stopped when one of the following confirmations is received:

a) Arbitrating (Waiting On Partial); or
b) Arbitrating (Waiting On Connection);

he-Partial Pathway Timeout timer expires, timeout status is conveyed to the expander connection mana

\Y

XL

all

mit

>

g

be

her

the' partial pathway timeout status argument in the Request Path request

7.15.4.2 Transition XL1:Request_Path to XL2:Request_Open

Th

is transition shall occur after receiving an Arb Won confirmation.

7.15.4.3 Transition XL1:Request_Path to XL4:Open_Reject

This transition shall occur after receiving an Arb Reject confirmation. This transition shall include an Arb
Reject argument corresponding to the Arb Reject confirmation.
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7.15.4.4 Transition XL1:Request_Path to XLO:Idle

This transition shall occur after receiving an Arb Lost confirmation.

7.15.4.5 Transition XL1:Request_Path to XL9:Break

This transition shall occur receiving a BREAK Received message.

7.15.5 XL2:Request_Open state

7.
Th

Th
the

up
de

7.1
Th

If & BREAK Received message is received, this\state shall include a BREAK Received argument with

tral

7.1

7.1
Th
T

-0

5.5.1 State description
s state is used to forward an OPEN address frame through the ECR to a destination phy.

s state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messageq
XL transmitter.

on entry into this state, this state shall send a Transmit Open request to the ECR{_received by {
Stination phy as a Transmit Open indication. The arguments to the Transmit Open request are:

a) destination SAS address;
b) source SAS address;

c) protocol;

d) connection rate;

e) arbitration wait time;

f) initiator port bit;

g) initiator connection tag;
h) features; and

i) pathway blocked count.

5.5.2 Transition XL2:Request_Open to XL3:Open_Confirm_Wait

s transition shall occur after sending a Transmit Opéen request.

hsition.
5.6 XL3:Open_Confirm_Wait state

5.6.1 State description
s state waits for confirmatign’to an OPEN address frame sent on a destination phy.
s state shall send the fellowing messages to the XL transmitter:
a) Transmit AIP.(Narmal) when an Arb Status (Normal) confirmation is received;
c) TransmitAIP (Waiting On Connection) when an Arb Status (Waiting On Connection) confirmation i
received;
d) Transmit AIP (Waiting On Device) when an Arb Status (Waiting On Device) confirmation is receive

e) , Transmit OPEN_ACCEPT when an Open Accept confirmation is received;
f)” \Transmit OPEN_REJECT when an Open Reject confirmation is received with the argument from t

b) Transmit AIP-(Waiting On Partial) when an Arb Status (Waiting On Partial) confirmation is received;

7

ne

Open Reject confirmation, after releasing path resources; or

g) requestidle dwords be transmitted by repeatedly sending Transmit Idle Dword messages when none

of the previous conditions are present.

If a Backoff Retry confirmation is received, this state shall release path resources.

If a BREAK Received message is received, this state shall send a Transmit Break request to the ECR.

This state shall repeatedly send a Phy Status (Partial Pathway) response to the ECM. After an Arb Status
(Waiting on Partial) confirmation is received, this state shall repeatedly send a Phy Status (Blocked Partial
Pathway) response to the ECM.
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7.15.6.2 Transition XL3:Open_Confirm_Wait to XLO:Idle

This transition shall occur after sending a Transmit OPEN_REJECT message.

7.15.6.3 Transition XL3:Open_Confirm_Wait to XL1:Request_Path

This transition shall occur after receiving a Backoff Retry confirmation, after releasing path resources.

7.15.6.4 Transition XL3:Open_Confirm_Wait to XL5:Forward_Open

Th

7.1
Th

7.1
Th

7.1
Th

7.1

7.1
Th
Th

7.1
Th

7.1

7.1
Th

If 4
the

s transition shall occur after receivina-a Backoff Reverse Path canfirmation
~J

5.6.5 Transition XL3:Open_Confirm_Wait to XL7:Connected

s transition shall occur after sending a Transmit OPEN_ACCEPT message.

5.6.6 Transition XL3:Open_Confirm_Wait to XL9:Break

s transition shall occur after sending a Transmit Break request.

5.6.7 Transition XL3:Open_Confirm_Wait to XL10:Break_Wait

s transition shall occur after receiving a Transmit Break indication.
5.7 XL4:0Open_Reject state

5.7.1 State description
s state is used to reject a connection request.

s state shall send one of the following messages to the XUtransmitter:

a)
b)
<)
d)

5.7.2 Transition XL4:Open Reject to XLO:Idle

s transition shall occup-after OPEN_REJECT has been transmitted.
5.8 XL5:Forward_-Open state

5.8.1 State.description
s state is'used to transmit an OPEN address frame passed with the transition into this state.

L BROADCAST Received message is received, this state shall send a Broadcast Event Notify request
BPP with the argument indicating the specific BROADCAST primitive received (e.g., CHANGE Receive

a Transmit OPEN_REJECT (No Destination) message when an Arb Reject (No Destination)
argument is received with the transition into_this state;

a Transmit OPEN_REJECT (Bad Destination) message when an Arb Reject (Bad Destination)
argument is received with the transition-into this state;

a Transmit OPEN_REJECT (Connection Rate Not Supported) message when an Arb Reject (Bad
Connection Rate) argument is received with the transition into this state; or

a Transmit OPEN_REJECT (Pathiway Blocked) message when an Arb Reject (Pathway Blocked)
argument is received with the'transition into this state.

to
d).

Upon entry into this state, this state shall send a Transmit OPEN Address Frame message to the XL
transmitter with the fields set to the values specified with the transition into this state.

This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the XL transmitter.

7.15.8.2 Transition XL5:Forward_Open to XL6:Open_Response_Wait

This transition shall occur after receiving an OPEN Address Frame Transmitted message.

If an OPEN Address Frame Received message is received, this state shall include an OPEN Address Frame
Received argument with the transition.
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If a BREAK Received message is received, this state shall include a BREAK Received argument with the
transition.

7.15.9 XL6:Open_Response_Wait state

7.15.9.1 State description

This state waits for a response to a transmitted OPEN address frame and determines the appropriate action
to take based on the response.

Thfs state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages
thg XL transmitter.

If § BROADCAST Received message is received before an AIP Received message is received this'state sk
sehd a Broadcast Event Notify request to the BPP with the argument indicating the specific BROADCA
imitive received (e.g., CHANGE Received).

=

p

This state shall send the following responses through the ECR to a source phy, receivediby, the source phy
copfirmations:

a)
b)

<)

d)

e)

f)

This state shall'send the following responses through the ECR to a source phy, received by the source phy
copfirmations:

a)
by

an Open Accept response when an OPEN_ACCEPT Received message (s feceived,;

an Open Reject response when an OPEN_REJECT Received messagéds received, after releasing

any path resources;
a Backoff Retry response when an AIP Received message has notbéen received, an OPEN Addre
Frame Received message is received or an OPEN Address Frame Received argument is included
the transition into this state containing a higher priority OPEN address frame according to the

arbitration fairness comparison (see 7.12.3), and the destination SAS address and connection rate
the received OPEN address frame are not equal to the‘source SAS address and connection rate o
the transmitted OPEN address frame, after releasing.path resources;
a Backoff Retry response when an AIP Received meSsage has been received and an OPEN Addre]

Frame Received message is received or an OREN Address Frame Received argument is includedyi

the transition into this state, and the destinationr SAS address and connection rate of the received
OPEN address frame are not equal to the source SAS address and connection rate of the transmitt
OPEN address frame, after releasing path resources;

a Backoff Reverse Path response an‘AlP Received message has not been received, an OPEN
Address Frame Received message-is received or an OPEN Address Frame Received argument is
included in the transition into this'state containing a higher priority OPEN address frame according
the arbitration fairness comparison (see 7.12.3), and the destination SAS address and connection

rate of the received OPEN\address frame are equal to the source SAS address and connection rate

of the transmitted OPEN ‘address frame; and

a Backoff Reverse Rath response when an AIP Received message has been received, an OPEN
Address Frame_Received message is received or an OPEN Address Frame Received argument is
included in the transition into this state (see 7.12.3), and the destination SAS address and connecti

rate of the-received OPEN address frame are equal to the source SAS address and connection rate

of the transmitted OPEN address frame.

an Arb Status (Waiting On Device) response when an AIP Received message has not been receiv

to

all
ST

as

SS
in

of
f

to

N

as

bd;

an Arb Status (Normal) response when an AIP Received (Normal) message is received;

<)
d)

e)

an Arb Status (Waiting On Partial) response when an AIP Received (Waiting On Partial) message
received,;

an Arb Status (Waiting On Connection) response when an AIP Received (Waiting On Connection)
message is received; and

an Arb Status (Waiting On Device) response when an AIP Received (Waiting On Device) message
received.

is

is

If a BREAK Received message is received or a BREAK Received argument is included in the transition into
this state, this state shall send a Transmit Break request to the ECR.
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This state shall repeatedly send a Phy Status (Partial Pathway) response to the ECM. After an AIP Received
(Waiting On Partial) message is received, this state shall repeatedly send a Phy Status (Blocked Partial
Pathway) response to the ECM.

7.15.9.2 Transition XL6:Open_Response_Wait to XLO:Idle

Th

is transition shall occur after sending an Open Reject response.

7.15.9.3 Transition XL6:Open_Response_Wait to XL1:Request_Path

Th

7.1
Th

7.1
Th

7.1
Th

7.1
Th

7.1

7.1
Th
Th

Transmit Dword indications.

Th
CL

If g
ex

Transmit Dword request instead’of the invalid dword.

If 3
fo
SA

If g
arg

If 3

=

s transition shall occur after sending a Backofl Retry response, after releasing path resources.

5.9.4 Transition XL6:Open_Response_Wait to XL2:Request_Open

s transition shall occur after sending a Backoff Reverse Path response.

5.9.5 Transition XL6:Open_Response_Wait to XL7:Connected

s transition shall occur after sending an Open Accept response.

5.9.6 Transition XL6:Open_Response_Wait to XL9:Break

s transition shall occur after sending a Transmit Break response.

5.9.7 Transition XL6:Open_Response_Wait to XL10:Break_Wait

s transition shall occur after receiving a Transmit Break indication
5.10 XL7:Connected state

5.10.1 State description
s state provides a full-duplex circuit between two_phys within an expander device.

s state shall send Transmit Dword messages:to the XL transmitter to transmit all dwords received W

s state shall send Transmit Dword reguests to the ECR containing each valid dword except BREAK 3
OSE primitives received with Dword \Received messages.

in invalid dword is received with the Dword Received message and the expander phy is forwarding to
pander phy attached to a SAS*physical link, the expander phy shall send an ERROR primitive with

warding to an expander phy attached to a SATA physical link, the expander phy shall seng
TA_ERROR primitive with the Transmit Dword request instead of the invalid dword or ERROR primitive,

CLOSE Received message is received, this state shall send a Transmit Close request to the ECR with
ument frgm'the CLOSE Received message.

BREAK Received message is received, this state shall send a Transmit Break request to the ECR.

Th

n invalid dword or an.ERROR primitive is received with Dword Received message and the expander phy i

ststate shall repeatedly send a Phy Status (Connected) response to the ECM.

7.15.10.2 Transition XL7:Connected to XL8:Close_Wait

Th

is transition shall occur after receiving a Transmit Close indication.

7.15.10.3 Transition XL7:Connected to XL9:Break

Th

is transition shall occur after sending a Transmit Break request.

7.15.10.4 Transition XL7:Connected to XL10:Break Wait

Th

is transition shall occur after receiving a Transmit Break indication.

ith

an
he

he
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7.15.11 XL8:Close_Wait state

7.15.11.1 State description

Th

is state closes a connection and releases path resources.

Upon entry into this state, this state shall send a Transmit CLOSE message to the XL transmitter with the
argument from the Transmit Close indication, then shall request idle dwords be transmitted by repeatedly
sending Transmit Idle Dword messages to the XL transmitter.

If

stdte shall send Transmit Dword requests to the ECR containing that dword.

If an invalid dword is received with the Dword Received message and the expander phy is forwarding to
expander phy attached to a SAS physical link, the expander phy shall send an ERROR primitive”with
Transmit Dword request instead of the invalid dword.

If 3
fo
SA

If g
req

If 3
Th

7.1
Th

7.1
Th

7.1
Th

7.1

7.1
Th
Th

7.1
Th

7.1

Dword Received message is received Pnnfnining avalid dword nvr‘npf aBREAK or CLOSE I|:\|fimi1'i\n:7 thi

warding to an expander phy attached to a SATA physical link, the expander phy shall seng
TA_ERROR primitive with the Transmit Dword request instead of the invalid dword.or ERROR primitive,

CLOSE Received message is received, this state shall release path resources-and send a Transmit Clg
uest to the ECR with the argument from the CLOSE Received message.

BREAK Received message is received, this state shall send a Transmit-Break request to the ECR.

s state shall repeatedly send a Phy Status (Connected) response tg'the ECM.

5.11.2 Transition XL8:Close_Wait to XLO:ldle

s transition shall occur after sending a Transmit Close request.

5.11.3 Transition XL8:Close_Wait to XL9:Break

s transition shall occur after sending a Transmit-Break request.

5.11.4 Transition XL8:Close_Wait to XL10:Break_Wait

s transition shall occur after a Transmit\Break indication is received.
5.12 XL9:Break state

5.12.1 State description
s state closes any connection and releases path resources.

s state shall send.a Transmit BREAK message to the XL transmitter.

5.12.2 Transition XL9:Break to XLO:ldle

s transitighyshall occur after sending a Transmit BREAK message to the XL transmitter.

5.183 XL10:Break_Wait state

n invalid dword or an ERROR primitive is received with Dword Received message andthe expander phy i

7.
Th

[5.15.1 State description

is state closes any connection and releases path resources.

an
he

se

This state shall send a Transmit BREAK message to the XL transmitter. After transmitting the BREAK this
state shall initialize and start the Break Timeout timer.

7.15.13.2 Transition XL10:Break_Wait to XLO:Idle

This transition shall occur after a BREAK Received message is received or after the Break Timeout timer
expires.
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7.16 SSP link layer

7.16.1 Opening an SSP connection

An SSP phy that accepts an OPEN address frame shall transmit at least one RRDY in that connection within
1 ms of transmitting an OPEN_ACCEPT. If the SSP phy is not able to grant credit, it shall respond with
OPEN_REJECT (RETRY) and not accept the connection request.

7.16.2 Full duplex

SYP is a full duplex protocol. An SSP phy may receive an SSP frame or primitive in a connection while i

tr

smitting an SSP frame or primitive in the same connection. A wide SSP port may send and/or-fece

SYP frames or primitives concurrently on different connections (i.e., on different phys).

When a connection is open and an SSP phy has no more SSP frames to transmit on that&onnection

tr
DA

7.1
Dy

Th
m4

Re
eit
wa
a (

So

smits a DONE to start closing the connection (see 8.2.2.3.5). The other direction may still be active, so
NE may be followed by one or more CREDIT_BLOCKED, RRDY, ACK, or NAKSs.

6.3 SSP frame transmission and reception
ring an SSP connection, SSP frames are preceded by SOF and followed by EOF as shown in figure 91

Time

SSP SSP last SSP. V&
----- SOF frame frame frame CRC EOF ceee
dword 0 dword 1 dwotd

\J

Figure 91 — SSP frame transmission

E last data dword after the SOF prior to the EOF always’contains a CRC (see 7.5). The SSP link layer st
chine checks that the frame is not too short and that-the CRC is valid (see 7.16.7.7).

ceiving SSP phys shall acknowledge SSP frames within 1 ms if not discarded as described in 7.16.7.7 w
her a positive acknowledgement (ACK) or a.negative acknowledgement (NAK). ACK means the SSP fra
s received into a frame buffer without errors: NAK (CRC ERROR) means the SSP frame was received W
LRC error.

Ime interlocked frames which are NAKed may be retried by the transport layer (see 9.2.4). Non-interlock

frames which are NAKed shall net be retried by any layer. The SCSI command associated with a NAK

fral
of

7.1
SS

me that is not successfully retried shall be terminated with a CHECK CONDITION status with a sense |
ABORTED COMMAND and an additional sense code of NAK RECEIVED (see 10.2.3).

6.4 SSP flow contretl

P phys grant credit for permission to transmit frames with RRDY. Each RRDY increments credit by @

frame. Frame transmission decrements credit by one frame. Credit of zero frames is established at {

be
SS9
To

pinning of-each connection.
P phys'shall not increment credit past 255 frames.

prevent deadlocks Where an SSP initiator port and SSP target port are both waiting on each other

te

ith
me
ith

ed
ed

ey

ne
he

to

baldinaa DN\

pr
to

PP PR HY Plelaln] baoll £ sl it amt L
Hee bICUIL, AT IIT ||||uou.u| pulL S fever+TerdSe Lu PIUVIUC \,lcult uy V\III.IIIIUIUIIIy R DECadSe ||, e

ds

transmit a frame itself. It may refuse to provide credit for other reasons (e.g., temporary buffer full
conditions).

An SSP target port may refuse to provide credit for any reason, including because it needs to transmit a frame
itself.
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7.16.5 Interlocked frames

Table 85 shows which SSP frames shall be interlocked and which are non-interlocked.

Table 85 — SSP frame interlock requirements

(E)

Be
Ad
an

Be

to

After transmitting a non-interlocked frame, an SSP phy may-transmit another non-interlocked frame with

sa

un

Int
ini
fral
An
an
for
alg

Ei

!

SSP frame type Interlock requirement
COMMAND Interlocked
FASK ntertoeked
XFER_RDY Interlocked
DATA Non-interlocked
RESPONSE Interlocked
See 9.2 for SSP frame type definitions.

fore transmitting an interlocked frame, an SSP phy shall wait for all SSP frames to be acknowledged W
K or NAK, even if credit is available. After transmitting an interlocked frame,an;SSP phy shall not trans
bther SSP frame until it has been acknowledged with ACK or NAK, even jf-credit is available.

fore transmitting a non-interlocked frame, an SSP phy shall wait for:

a) all non-interlocked frames with different tags; and
b) all interlocked frames;

be acknowledged with ACK or NAK, even if credit is availahles

me tag if credit is available. The phy shall not transmit;

a) a non-interlocked frame with a different tag;«ar
b) an interlocked frame;

il all SSP frames have been acknowledged with ACK or NAK, even if credit is available.

erlocking does not prevent transmitting and receiving interlocked frames simultaneously (e.g., an S
iator phy could be transmitting a COMMAND frame while receiving XFER_RDY, DATA, or RESPON
mes for a different command).

SSP phy may transmit primitives responding to traffic it is receiving (e.g. an ACK or NAK to acknowled
SSP frame, an RRDY to grant more receive credit, or a CREDIT_BLOCKED to indicate credit is
thcoming) while waitingfor an interlocked frame it transmitted to be acknowledged. These primitives m
0 be interspersed within an SSP frame.

ure 92 shows amnexample of interlocked frame transmission.

transmitter receiver

Interlocked frame \

ith
mit

he

SP
SE

ge
not

ay

ACK or NAK

Interlocked frame \
/ ACK or NAK

Ytime Y time

Figure 92 — Interlocked frames
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Figure 93 shows an example of non-interlocked frame transmission with the same tags.

i transmitter receiver
Non-interlocked frame

Non-interlocked frame \
Non-interlocked frame \
Non-interlocked frame \

ACK or NAK

Non-interlocked frame ACK or NAK
Non-interlocked frame

All non- ACK or NAK
- ACK or NAK
interlocked :/ ACK or NAK

frames in this / ACK or NAK

example have /

the same tag Yime Yiime

Figure 93 — Non-interlocked frames with the same tag

I

igure 94 shows an example of non-interlocked frame transmission with different’tags.

transmitter recejver
Non-interlocked frame tag A
Non-interlocked frame tag A
Non-interlocked frame tag A

Non-interlocked frame tag A %
ACK or NAK
% st

Non-interlocked frame tag A
Non-interlocked frame tag A ACK or NAK
ACK or NAK

ACK or NAK
ACK or NAK
Non-interlocked frame tag)B

ACK or NAK

Non-interlocked frame tag C
Non-interlocked frame tag C

[\

Yiime ) ¥ time
Figure 94 — Non-interlocked frames with different tags

7.16.6 Closing an SSP connection

DONE¢shall be exchanged prior to closing an SSP connection (see 8.2.2.3.5). There are several versiong of
thg DONE primitive indicating additional information about why the SSP connection is being closed:

a) DONE (NORMAL) indicates normal completion; the transmitter has no more SSP frames to transmit;

b) DONE (CREDIT TIMEOUT) indicates the transmitter still has SSP frames to transmit, but did not
receive an RRDY granting frame credit within 1 ms; and

c) DONE (ACK/NAK TIMEOUT) indicates the transmitter transmitted an SSP frame but did not receive
the corresponding ACK or NAK within 1 ms. As a result, the ACK/NAK count is not balanced and the
transmitter is going to transmit a BREAK in 1 ms unless the recipient replies with DONE and the
connection is closed.

After transmitting DONE, the transmitting phy initializes and starts a 1 ms DONE Timeout timer (see 7.16.7.5).
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After transmitting DONE, the transmitting phy shall not transmit any more SSP frames during this connection.
However, the phy may transmit ACK, NAK, RRDY, and CREDIT_BLOCKED after transmitting DONE if the
other phy is still transmitting SSP frames in the reverse direction. Once an SSP phy has both transmitted and

received DONE, it shall close the connection by transmitting CLOSE (NORMAL) (see 7.12.7).

Figure 95 shows the sequence for a closing an SSP connection.

transmitter receiver

DONE

(ACK, NAK, RRDY, and I

CREDIT_BLOCKED may be
sent after the first DONE)

‘////////////// DONE
CLOSE primitive

&

CLOSE primitive

sequence

Y time

—

sequence

¥ time

Figure 95 — Closing an SSP connection example

7.16.7 SSP (link layer for SSP phys) state machines

7.16.7.1 SSP state machines overview

The SSP link layer contains several state machines that run in parallel to control the flow of dwords on

physical link during an SSP connection. The 'SSP state machines are as follows:

a)
b)
c)
d)
e)
f)

g9)
h)
)

Alljthe SSPstate machines shall start after receiving an Enable Disable SSP (Enable) message from the

SSP_TIM (transmit interlocked\frame monitor) state machine (see 7.16.7.3);
SSP_TCM (transmit frame credit monitor) state machine (see 7.16.7.4);

SSP_D (DONE control) state machine (see 7.16.7.5);
SSP_TF (transmit frame, control) state machine (see 7.16.7.6);
SSP_REF (receive frame control) state machine (see 7.16.7.7);

SSP_RCM (recejve frame credit monitor) state machine (see 7.16.7.8);
SSP_RIM (receive interlocked frame monitor) state machine (see 7.16.7.9);
SSP_TC (transmit credit control) state machine (see 7.16.7.10); and
SSP_TAN(transmit ACK/NAK control) state machine (see 7.16.7.11).

stgte machings (see 7.14).

Alllthe ' SSP state machines shall terminate after:

b)

c)

has been closed; or

receiving a Request Break message from the SSP_D state machine indicating that a BREAK has

been transmitted.

: . eBisatt — f I himes:
receiving a Request Close message from the SSP_D state machine indicating that the connection

he

SL

If a state machine consists of multiple states the initial state is as indicated in the state machine description in
this subclause.
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The SSP state machines shall maintain the timers listed in table 86.

Table 86 — SSP link layer timers

Timer Initial value
ACK/NAK Timeout timer 1ms
DONE Timeout timer 1ms
Eredit-Fimeouttimer tms
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Figure 96 shows the SSP state machines and states related to frame transmission.

SSP (link layer SSP for SSP phys) state machines - frame transmission

Transmit Interlocked

/

Transmit Frame Control h

Enable
~ Disable SSP

2

Frame Monitor

SSP_TIM:
Tx Interlock Monitor

------- ACK/NAK Timeout= = = = = -»

SSP_TF1:
Connected Idle

- am

<&-Tx Frame-=~

Received - -
[
ACK Received---IT>

~--=NAK Received=- -4
[
NAK Received--->

Indicate

SSP_TF3:

—_Cclose __/
Connection D
<

-l

Frame Tx

‘<Frame Transmitted-

\
- Frame Transmitted =

SSP_TF2:Tx Wait

D)
>

- — = Transmit Frafhes>
<} Frame Trahsmitted -

- —-ACK/NAK Timeout-p»

---Tx Balance Status -p»

Request__

SSP_D == (ose

g

J

Transmi
Request

Break i

SSP D--

Credit Monitor «{*

SSP
Tx Credit Monitor

t Frame

<

TCM:

______ RRDY Received---

=
CREDIT_BLOCKED(_

Received

[0

= =-Tx Credit Status- =p»

=-Tx Credit Used - - 4

J

A

[}

- —=-Credit Timeout-==~

SSP_TF4:
Indicate DONE Tx

——————»

-«

y

J

DONE

A

DONE Control
SSP_D: \

) .

Wait

4 I

\
v= -~--DONE Received==--
I

I
EOF Received- - - 1 ==RX Credit Status=-== SSP_RCM
N

1
______ DONE Received - -

o

0 el
=e===NTUucTol LIUST

RN

" Transmitted
‘< - .DONE Timeout - Y« ----- Transmitted DONE- == === ===

I
¢ - - Rx Credit Control== SSP_RCM

- SL_CC
-===Request Break==p SL_CC

__Transmit_ =~
DONE

. DONE

Transmitted

<+
DONE

Figure 96 — SSP (link layer for SSP phys) state machines (part 1 - frame transmission)
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Figure 97 shows the SSP state machines and states related to frame reception.

SSP (link layer for SSP phys) state machines - frame reception
Receive Frame Receive Frame Transmit Credit
Control Credit Monitor Control
SSP_RF: SSP_RCM: SSP_TC:
Rcv Frame Rcv Credit Monitor Tx Credit Control
----- Transmit RRDY=-£>
o - Rx Credit Control = .
L ‘Rx Credit Status- 4 il ><--RRDY Transmitted=«"
Fl . - i itted= =4 o
| _Frame Recelved-b‘ Credit Transmitted Transmit
-==SOF Recelved - T CREDIT BLOCKED.D
_Data Dword
77 Received - e X('o
Y T T Rx Credlt Control==m SSP_D
---EOF Received - T> |
ey peme——-- Rx Credlt Status == SSP_D
- --DONE Received T Ve
- : >
‘ Transmit ACK/NAK
Control
‘e Frame ] ‘
Received H SSP_TAN:
! TX_ACK/NAK Control
———m— ] ! )
’ \ )
| ~=--—--ACK Transmjtted= = = = 1
: o 9\\ ----- Transmit ACK-=->
T N T —=-Frame Received==+===== >
(7 .
N - —-Frame Received ===« <} --ACK Transmitted ===
| v '
N -
: . ®$ T - Transmit NAK-=-->
Rx Balance Status N :
' Receive’Interlocked | <~ NAK Transmitted - - -
: Frame Monitor : ----- ~
] I ]
: SSP_RIM: : TN :
) § Rcv Interlock Monitor | '
\ f | 1
Smomm—-- g AR ------- ) Do
Enable J uiiiuiututaint - o
SL CC=-p;cable ssE o
¢ ---=-- Transmitted ACK= = :
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Figure 97 — SSP (link layer for SSP phys) state machines (part 2 - frame reception)

7.16.7.2 SSP transmitter and receiver

The SSP transmitter receives the following messages from the SSP state machines indicating primitive
sequences and frames to transmit:

a) Transmit RRDY with an argument indicating the specific type (e.g., Transmit RRDY (Normal));
b) Transmit CREDIT_BLOCKED;

¢) Transmit ACK;

d) Transmit NAK with an argument indicating the specific type (e.g., Transmit NAK (CRC Error));
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e) Transmit Frame (i.e., SOF/data dwords/EOF); and
f)  Transmit DONE with an argument indicating the specific type (e.g., Transmit DONE (Normal)).

e SSP transmitter sends the following messages to the SSP state machines:

a) DONE Transmitted;

b) RRDY Transmitted;

c¢) CREDIT_BLOCKED Transmitted,;
d) ACK Transmitted;

e) NAK Transmitted; and

Wihen the SSP transmitter is not processing a message to transmit, it shall transmit idle dwords.
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1) Frame Transmitted.

P SSP receiver sends the following messages to the SSP state machines indicating primitivessequend
H dwords received:

a) ACK Received;

b) NAK Received;

c) RRDY Received;

d) CREDIT_BLOCKED Received;

e) EOF Received;

f) DONE Received with an argument indicating the specific type (e.g.,(DONE Received (Normal));
g) SOF Received;

h) Data Dword Received; and

i) EOF Received.

e SSP receiver shall ignore all other dwords.

6.7.3 SSP_TIM (transmit interlocked frame monitor)state machine

e SSP_TIM state machine’s function is to ensure that' ACKs or NAKs are received for each transmit
me before the ACK/NAK timeout. This state machine consists of one state.

s state machine monitors the number of frame§’transmitted and monitors the number of ACKs and NA
eived. This state machine ensures that-an ACK or NAK is received for each frame transmitted 3
icates a timeout if they are not.
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Frame Transmitted message shall'be used by this state machine to count the number of fram
smitted.

en the number of Frame Transmitted messages received equals the number of ACK Received and N
ceived messages received then the ACK/NAK count is balanced and this state machine shall send the
ance Status (Balanced)\message to the SSP_TF2:Tx_Wait state. When the number of Frame Transmit
ssages received does,not equal the number of ACK Received and NAK Received messages received th
5 the ACK/NAK count is not balanced and this state machine shall send the Tx Balance Status (N
anced) message)to the SSP_TF2:Tx_Wait state.

ne ACK/NAKreount is not balanced and an ACK Received message is received this state machine shall

a) use‘the ACK Received message to count the number of ACKs and NAKSs received; and
b)< send an ACK Received confirmation to the port layer each time the ACK Received message is
received.
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If the ACK/NAK count is not balanced and an NAK Received message is received this state machine shall:

a) use the NAK Received message to count the number of ACKs and NAKSs received; and
b) send an NAK Received confirmation to the port layer each time the NAK Received message is
received.

If the ACK/NAK count is balanced, the ACK Received message and NAK Received message shall be ignored
and the ACK/NAK Timeout timer shall be stopped.

Each time the ACK/NAK count is not balanced, the ACK/NAK Timeout timer shall be initialized and started.
The ACK/NAK Timeout timer shall be re-initialized each time an ACK or NAK is counted. If the ACK/NAK


https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

14776-150 © ISO/IEC:2004(E) 245

Timeout timer expires, this state machine shall send the ACK/NAK Timeout confirmation to the port layer and
to the following states:

a) SSP_TF1:Connected_lIdle; and
b) SSP_TF2:Tx_Wait state.

When this state machine receives an Enable Disable SSP (Enable) message, Request Close message, or
Request Break message the number of frames transmitted shall be set to the number of ACKs and NAKs
received.

7.16.7.4 SSP_TCM (transmit frame credit monitor) state machine

The SSP_TCM state machine’s function is to ensure that credit is available from the originator before~a-frame
is fransmitted. This state machine consists of one state.

This state machine shall keep track of the number of transmit frame credits received versus_the numbet of
transmit frame credits used. This state machine adds transmit frame credit for each RRDY Received messgge
re¢eived and subtracts transmit frame credit for each Tx Credit Used message received. This state mach|ne
shall remember any CREDIT_BLOCKED Received message that is received.

When transmit frame credit is available, this state machine shall send the Tx Credit Status (Credit Availahle)
megssage to the SSP_TF2:Tx_Wait state.

When transmit frame credit is not available and credit is not blocked, this\state machine shall send the|Tx
Credit Status (Credit Not Available) message to the SSP_TF2:Tx_Wait state.

en transmit frame credit is not available and credit is blocked, this 'state machine shall send the Tx Crgdit
Status (Credit Blocked) message to the SSP_TF2:Tx_Wait state.

Wihen this state machine receives an Enable Disable SSP (Enable) message, Request Close message,| or
Rdquest Break message transmit frame credit shall be set¢e_not available and credit shall not be blocked.

7.16.7.5 SSP_D (DONE control) state machine

The SSP_D state machine’s function is to ensure;a DONE has been received and transmitted before the
Sl CC state machine disables the SSP state machines. This state machine consists of one state.

Thjs state machine ensures that a DONE is‘received and transmitted before the connection is closed. Tjhe
DONE may be transmitted and received.inany order.

If the DONE Received message has been received before the Transmitted DONE message is received, this
stdte machine shall send the Request Close message to the SL_CC state machine (see 7.14) and all the S|P
stdte machines after receiving(the Transmitted DONE message.

If a DONE Received message, the Transmitted DONE (Normal) message, or the Transmitted DONE (Credit
Timeout) message has:iyot been received and the Rx Credit Status (Extended) message or the Rx Crgdit
Cdntrol (Blocked) miessage has been received, then this state shall initialize and start the DONE Timeput
timer after receiyving the Transmitted DONE (Normal) message or the Transmitted DONE (Credit Timequt)
mgssage.

If the DONE\Received message has not been received and the Transmitted DONE (Normal) message or the
Transmitted DONE (Credit Timeout) message has been received, this state machine shall initialize and start
thg DONE Timeout timer each time:

a) the Rx Credit Status (Extended) message Is received; or
b) the Rx Credit Control (Blocked) message is received.

If the Transmitted DONE (Normal) message or the Transmitted DONE (Credit Timeout) message has been
received, the DONE Timeout timer shall be reinitialized each time the EOF Received message is received.

If the Transmitted DONE (Normal) message or the Transmitted DONE (Credit Timeout) message has been
received, the DONE Timeout timer shall be stopped after:

a) the Rx Credit Status (Exhausted) message is received; and
b) the Rx Credit Control (Blocked) message has not been received.
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NOTE 19 - Stopping the timer ensures that, if credit remains exhausted long enough that the Credit Timeout
timer of the other phy in the connection expires, the other phy is able to transmit a DONE (CREDIT
TIMEOUT).

(E)

If the DONE Received message has not been received and the Transmitted DONE (ACK/NAK Timeout)
message has been received:

a) this state machine shall initialize and start the DONE Timeout timer; and
b) this state shall not reinitialize the DONE Timeout timer if an EOF Received message is received.
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nd the Request Close message to the SL_CC state machine and all the SSP state machines.

he DONE Received message is not received before the DONE Timeout timer expires, this stat€)mach
Bll:

a) send a DONE Timeout confirmation to the port layer; and
b) send a Request Break message to the SL_CC state machine and all the SSP state‘machines.

y time a DONE Received message is received this state machine shall send a DONE Recei
hfirmation to the port layer. A DONE Received (ACK/NAK Timeout) confirmatiop-informs the port layer t
SSP transmitter is going to close the connection within 1 ms; other DONE Reeeived confirmations (e
NE Received (Close Connection) and DONE Received (Credit Timeout)).may be used by the applicat
er to decide when to reuse tags.

6.7.6 SSP_TF (transmit frame control) state machine

6.7.6.1 SSP_TF state machine overview

e SSP_TF state machine’s function is to control when the SSP transmitter transmits SOF, frame dwor
F, and DONE. This state machine consists of the following states:

a) SSP_TF1:Connected_ldle (see 7.16.7.6.2)(initial state);
b) SSP_TF2:Tx_Wait (see 7.16.7.6.3);

c) SSP_TF3:Indicate_Frame_Tx (see 7.161%.6.4); and

d) SSP_TF4:Indicate_ DONE_Tx (see 7(16.7.6.5).

6.7.6.2 SSP_TF1:Connected_ldle state

6.7.6.2.1 State description

s state waits for a request.to transmit a frame or to close the connection.

6.7.6.2.2 Transition-SSP_TF1:Connected_ldle to SSP_TF2:Tx_Wait
s transition shall ©ccur after a Tx Frame request is received or a Close Connection request is received.

Tx Frame (Balance Required) request was received this transition shall include a Transmit Frame Balarn
quired argument.

q Tx Frame (Balance Not Required) request was received this transition shall include a Transmit Fra

ance Not Required argument.
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7.16.7.6.2.3 Transition SSP_TF1:Connected_ldle to SSP_TF4:Indicate_ DONE_Tx

This transition shall occur if an ACK/NAK Timeout message is received. This transition shall include an ACK/
NAK Timeout argument.
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7.16.7.6.3 SSP_TF2:Tx_Wait state

7.16.7.6.3.1 State description

This state monitors the Tx Balance Status message and the Tx Credit Status message to ensure that frames
are transmitted and connections are closed at the proper time.

If this state is entered from the SSP_TF1:Connected_ldle state with a Transmit Frame Balance Required
argument or a Transmit Frame Balance Not Required argument, and:
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n) if the last Tx Credit Status message received -had an nrgllmnnf of Not Available this state shall
initialize and start the Credit Timeout timer; or

b) if the last Tx Credit Status message had an argument other than Not Available this state shallstop t

Credit Timeout timer.

6.7.6.3.2 Transition SSP_TF2:Tx_Wait to SSP_TF3:Indicate_Frame_Tx

s transition shall occur if this state was entered from the SSP_TF1:Connected_Idle state with an argum
Transmit Frame Balance Required if:

a) the last Tx Balance Status message received had an argument of Balancéd; and
b) the last Tx Credit Status message received had an argument of Credit.Available.

s transition shall occur if this state was entered from the SSP_TF1:Connected_Idle state with an argum
Transmit Frame Balance Not Required and if the last Tx Credit Status‘message received had an argum
Credit Available.

s transition shall occur after sending a Tx Credit Used messagée'to the SSP_TCM state machine.

6.7.6.3.3 Transition SSP_TF2:Tx_Wait to SSP_TF4:Indicate_ DONE_Tx

eived.
s transition shall occur and include a Close Confiection argument if:

a) this state was entered from the SSP_AF1:Connected_ldle state with an argument of Close
Connection; and
b) the last Tx Balance Status message received had an argument of Balanced.

s transition shall occur and include-a Credit Timeout argument if:

a) this state was entered ftem the SSP_TF1:Connected_Idle state with a Transmit Frame Balance
Required argumentor;a’ Transmit Frame Balance Not Required argument;

b) the Credit Timeouttimer expired before a Tx Credit Status message was received with an argume
of Available, or’the’last Tx Credit Status message received had an argument of Blocked;

c) a Tx Balance-Status message was received with an argument of Balanced (i.e., the Credit Timeou
argumentishall not be included in this transition for this reason unless the ACK/NAK count is
balanced); and

d) an ACK/NAK Timeout message was not received.

6.746.4 SSP_TF3:Indicate_Frame_Tx state

s transition shall occur and include an ACK/NAK Timeout argument if an ACK/NAK Timeout message i

et

gl
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7.

[6./.0.4.1 State description

This state shall request a frame transmission by sending a Transmit Frame message to the SSP transmitter.
Each time a Transmit Frame message is sent to the SSP transmitter, one SSP frame (i.e., SOF, frame
contents, and EOF) is transmitted.

In this state receiving a Frame Transmitted message indicates that the frame has been transmitted.

7.16.7.6.4.2 Transition SSP_TF3:Indicate_Frame_Tx to SSP_TF1:Connected_lIdle

Th

is transition shall occur after:

a) receiving a Frame Transmitted message;
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b) sending an Frame Transmitted message to the SSP_TIM state machine; and
c) sending a Frame Transmitted confirmation to the port layer.

7.16.7.6.5 SSP_TF4:Indicate_ DONE_Tx state

This state shall send one of the following messages to an SSP transmitter:

a) a Transmit DONE (Normal) message if this state was entered from the SSP_TF2:Tx_Wait state with

an argument of Close Connection;

b) a Transmit DONE (ACK/NAK Timeout) message if this state was entered from the SSP_TF2:Tx_Wait

state or the SSP_TF1:Connected_ldle state with an argument of ACK/NAK Timeout; or
c) a Transmit DONE (Credit Timeout) message if this state was entered from the SSP_TF2:Tx_Wait
state with an argument of Credit Timeout.

After a DONE Transmitted message is received this state shall send the DONE Transmitted eonfirmation

the

7.1

Th
re

Th

Th
arg

If g
Sq
EQ

port layer and send one of the following messages to the SSP_D state machine:

a) a Transmitted DONE (Normal) message if this state was entered from the SSP_TE2:Tx_Wait state
with an argument of Close Connection;

b) a Transmitted DONE (ACK/NAK Timeout) message if this state was entered from the
SSP_TF2:Tx_Wait state or the SSP_TF1:Connected_ldle state with an . argument of ACK/NAK
Timeout; or

c) a Transmitted DONE (Credit Timeout) message if this state was entered from the SSP_TF2:Tx_W.
state with an argument of Credit Timeout.

6.7.7 SSP_RF (receive frame control) state machine

e SSP_RF state machine’s function is to receive frames and«etermine whether or not those frames w
eived successfully. This state machine consists of one state:

s state machine:

a) checks the frame to determine if the frame should be accepted or discarded:;
b) checks the frame to determine if an ACK or,NAK should be transmitted; and
c) sends a Frame Received confirmation teithe port layer.

e frame (i.e., all the dwords between an SOF and EOF) shall be discarded if any of the following conditig
true:

a) the number of data dwords between the SOF and EOF is less than 7;

b) the number of data dwords.after the SOF is greater than 263 data dwords;
c) the Rx Credit Status (Credit Exhausted) message is received; or

d) the DONE Received.message is received.

onsecutive SOF RetCeived messages are received without an intervening EOF Received message (i
F, data dwords, SOF, data dwords, and EOF instead of SOF, data dwords, EOF, SOF, data dwords, 3
F) then this state)machine shall discard all dwords between those SOFs.

If the frame is\discarded then no further action is taken by this state machine. If the frame is not discard

the

n this state’machine shall:

a)< send a Frame Received message to the SSP_RCM state machine; and

to

it
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b)) send a Frame Received message to the SSP_RIM state machine;

If the frame CRC is good and the frame contained no invalid data dwords, this state machine shall send a
Frame Received (Successful) message to the SSP_TAN1:ldle state and:

a) if the last Rx Balance Status message received had an argument of Balanced, send a Frame
Received (ACK/NAK Balanced) confirmation to the port layer; or

b) if the last Rx Balance Status message received had an argument of Not Balanced, send a Frame
Received (ACK/NAK Not Balanced) confirmation to the port layer.

If the frame CRC is bad or the frame contained invalid data dwords, this state machine shall send a Frame
Received (Unsuccessful) message to the SSP_TAN1:Idle state.
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7.16.7.8 SSP_RCM (receive frame credit monitor) state machine

The SSP_RCM state machine’s function is to ensure that there was credit given to the originator for every
frame that is received. This state machine consists of one state.

This state machine monitors the receiver’s resources and keeps track of the number of RRDYs transmitted
versus the number of frames received.

Any time resources are released or become available this state machine shall send the Rx Credit Control
(Available) message to the SSP_TC state machine. This state machine shall only send the Rx Credit Control

(A :\ll:\hln\ message-to the SSP T(‘ state-machine after frame receive resources-become available-The

sp =C|f|cat|0ns for When or how resources become available is outside the scope of this standard.

Thjs state machine may send the Rx Credit Control (Blocked) message to the SSP_TC state machine.and the
SYP_D state machine indicating that no more credit is going to be sent during this connection. After send|ng
thg Rx Credit Control (Blocked) message to the SSP_TC state machine and the SSP_D statemachine, this
stdte machine shall not send the Rx Credit Control (Available) message to the SSP_TC state' machine or the
SYP_D state machine for the duration of the current connection. The Rx Credit Control (Blocked) messdge
shpuld be sent to the SSP_TC state machine and the SSP_D state machine when no further credit is going to
bepome available within a credit timeout (i.e., less than 1 ms).

Thiis state machine shall indicate through the Rx Credit Control message gnly the amount of resourges
avpilable to handle received frames (e.g., if this state machine has resourges for 5 frames the maximum
number of Rx Credit Control requests with the Available argument outstanding is 5).

Thlis state machine shall use the Credit Transmitted message to keep track of the number of RRD|Ys
transmitted. This state machine shall use the Frame Received message to keep a track of the numbel of
frames received.

Any time the number of Credit Transmitted messages received exceeds the number of Frame Receied
messages received this state machine shall send a Rx Credit Status (Credit Extended) message to the
SYP_RF state machine and the SSP_D state machine.

Any time the number of Credit Transmitted messages received equals the number of Frame Receijed
messages received this state machine shall send a Rx Credit Status (Credit Exhausted) message to the
SYP_RF state machine and the SSP_D state/machine.

If this state machine receives an Enable-Disable SSP (Enable) message, Request Close message,|or
Rdquest Break message the frame receive resources shall be initialized to the no credit value for the currgnt
copnection.

7.16.7.9 SSP_RIM (receive interlocked frame monitor) state machine

The SSP_RIM state maching’s function is to inform the SSP_RF state machine when the number of AQKs
anp NAKs transmitted eguals the number of the EOFs received. This state machine consists of one state.

Thiis state machineZmonitors the number of frames received versus the number of ACKs and NAKs
trapsmitted.

Thjs state machine shall use the ACK Transmitted message and the NAK Transmitted message to keep track
of the number of ACKs and NAKs transmitted. This state machine shall use the Frame Received messagg to
keep atrack of the number of frames received.

received equals the number of Frame Received messages received this state machine shall send an "Rx
Balance Status (Balanced) message to the SSP_RF state machine.

Any time the number of the ACK Transmitted messages and the number of NAK Transmitted messages
received does not equal the number of Frame Received messages received this state machine shall send an
Rx Balance Status (Not Balanced) message to the SSP_RF state machine.

When the SL state machines send the Enable Disable SSP (Enable) message the number of the ACKs and
NAKs transmitted shall be set to the number of frames received.
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7.16.7.10 SSP_TC (transmit credit control) state machine

The SSP_TC state machine’s function is to control the sending of requests to transmit an RRDY or

CREDIT_BLOCKED. This state machine consists of one state.

Any time this state machine receives a Rx Credit Control (Available) message it shall send a number of
Transmit RRDY (Normal) messages to the SSP transmitter as indicated by the amount of resources available
to handle received frames (e.g., if the Available argument indicates 5 RRDYs are to be transmitted this state

machine sends 5 Transmit RRDY (Normal) messages to the SSP transmitter).

ed

Any time this state machine receives a RRDY Transmitted message it shall send a Credit Transmit

mgssage to the SSP_RCM state machine.

Any time this state machine receives a Rx Credit Control (Blocked) message it shall send aFtans
CREDIT_BLOCKED message to the SSP transmitter.

7.16.7.11 SSP_TAN (transmit ACK/NAK control) state machine

The SSP_TAN state machine’s function is to control the sending of requests to transmitan ACK or NAK to
SYP transmitter. This state machine consists of one state.

time this state machine receives a Frame Received (Successful) messagerit'shall send a Transmit AC

ssage to the SSP transmitter.

A
m
Anly time this state machine receives a Frame Received (Unsuccessful}-message it shall send a Trans
NAK (CRC Error) message to the SSP transmitter.

mit

Mmit

If multiple Frame Received (Unsuccessful) messages and Frame Received (Successful) messages are

regeived, then the order in which the Transmit ACK messages-and Transmit NAK messages are sent to
SYP transmitter shall be the same order as the Frame Received (Unsuccessful) messages and Fra
Rdceived (Successful) messages were received.

Anly time this state machine receives an ACK Transmitted“message it shall:

a) send a Transmitted ACK message to the SSP_RIM state machine; and
b) send an ACK Transmitted confirmation to.the port layer.

Anly time this state receives a NAK Transmifted argument it shall send a Transmitted NAK message to
SYP_RIM state machine.

7.17 STP link layer

7.17.1 STP frame transmission and reception

he
me

STIP frame transmission(is,defined by SATA (see ATA/ATAPI-7 V3). During an STP connection, frames are

preéceded by SATA_SOFand followed by SATA_EOF as shown in figure 98.
Time >
SATA SATA
------ SATA_SOF ‘ frame frame ché W SATA EOF (-:- -
dword O dword 1

Figure 98 — STP frame transmission

The last data dword after the SOF prior to the EOF always contains a CRC (see 7.5).
Other primitives may be interspersed during the connection as defined by SATA.

STP encapsulates SATA with connection management.

7.17.2 STP flow control

Each STP port (i.e., STP initiator port and STP target port) and expander port through which the STP
connection is routed shall implement the SATA flow control protocol on each physical link. The flow control

primitives are not forwarded through expander devices like other dwords.
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When an STP port is receiving a frame and its buffer begins to fill up, it shall transmit SATA_HOLD. After

transmitting SATA_HOLD, it shall accept the following number of data dwords for the frame:

a) 24 dwords at 1,5 Gbps; or
b) 28 dwords at 3,0 Gbps.

When an STP port is transmitting a frame and receives SATA_HOLD, it shall transmit no more than 20 data

dwords for the frame and respond with SATA_HOLDA.

NOTE 20 - The receive buffer requirements are based on (20 + (4 x n)) where n is 1 for 1,5 Gbps and 2 for

——3;0°GhpsThe 20 portion of this equation s based o the frame transiter TEqUiTeTentS (See ATA/ATAPTET
V3). The (4 x n) portion of this equation is based on:

a) One-way propagation time on a 10 m cable = (5 ns/m propagation delay) x (10 m cable) = 50 ns;

b) Round-trip propagation time on a 10 m cable = 100 ns (e.qg., time to send SATA_HOLD and recejve

SATA_HOLDA);

¢) Time to transmit a 1,5 Gbps dword = (0,667 ns/bit unit interval) x (40 bits/dword) = 26,667 ns;and

d) Number of 1,5 Gbps dwords on the wire during round-trip propagation time = (100 ns / 26,667 ns) = 3,75.
Receivers may support longer cables by providing larger buffer sizes.

When a SATA host port in an STP/SATA bridge is receiving a frame from a SATA physical link, it shall trans

a $ATA_HOLD when it is only capable of receiving 21 more dwords.

NOTE 21 - SATA requires that frame transmission cease and SATA_HOLDA be_transmitted within 20 dwords
of receiving SATA_HOLD. Since the SATA physical link has non-zero propagation time, one dword of margin
is included.

When a SATA host port in an STP/SATA bridge is transmitting a ffame to a SATA physical link, it shall trans

nolmore than 19 data dwords after receiving SATA_HOLD.

NOTE 22 - SATA assumes that once a SATA_HOLD is transmitted, frame transmission ceases and
SATA_HOLDA arrives within 20 dwords. Since the SATAphysical link has non-zero propagation time, one
dword of margin is included.

Fi

gure 99 shows STP flow control between:

a) an STP initiator port receiving a frame;

b) an expander device (the first expander device);

c) an expander device with an STR/SATA bridge (the second expander device); and
d) a SATA device port transmitting a frame.

mit

mit
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Figure 99 — STP flow control
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After the STP initiator port transmits SATA_HOLD, it receives a SATA_HOLDA reply from the first expander
device within 24 dwords (for a 1,5 Gbps physical link). The first expander device transmits SATA_HOLD to the
second expander device and receives SATA_HOLDA within 24 dwords (for a 1,5 Gbps physical link), buffering
data dwords it is no longer able to forward to the STP initiator port. The second expander device transmits
SATA_HOLD to the SATA device port and receives SATA_HOLDA within 21 dwords (for a SATA physical link),
buffering data dwords it is no longer able to forward to the first expander device. When the SATA device port
stops transmitting data dwords, its previous data dwords are stored in the buffers in both expander devices
and the STP initiator port.

Afterthe STP initiator port drains-its-buffer and-transmits- SATA_R_|P it receives data-dwords from-the first

expander device's buffer followed by data dwords from the second expander device's buffer, followed by data
dwjords from the SATA device port.

7.17.3 Affiliations

Cdherent access to the SATA task file registers shall be provided for each STP initiator port.. STP target pqrts
that do not track all commands by the STP initiator ports’ SAS addresses shall implement affiliationg to
prgvide coherency. STP target ports that track all commands by the STP initiator ports%SAS addresses shall
not implement affiliations.

An| affiliation is a state entered by an STP target port where it refuses to accept.egnnection requests from S[TP
inifiator ports other than the one that has established an affiliation.

An STP target port that supports affiliations shall establish an affiliation.whenever it accepts a connectfon
request. When an affiliation is established, the STP target port shall reject all subsequent connection requepsts
from other STP initiator ports with OPEN REJECT (STP RESOURCES BUSY).

A

>

STP target port shall maintain an affiliation until any of the felfowing occurs:

a) Power on;

b) the SAS target device receives an SMP PHY CONTROL request specifying the phy with the affiliatipn
and specifying a phy operation of HARD RESET ‘(see 10.4.3.10) from any SMP initiator port;

c) the SAS target device receives an SMP PHY;CONTROL request specifying the phy with the affiliatipn
and specifying a phy operation of CLEARAFFILIATION from the same SAS initiator port that has the
affiliation;

d) A connection to the phy with the affiliation is closed with CLOSE (CLEAR AFFILIATION); or

e) the STP target port is part of a.STP/SATA bridge and a link reset sequence is begun on the SATA
physical link.

An affiliation established when the command is transmitted shall be maintained until all frames for {he
command have been delivered."An STP initiator port implementing command queuing shall maintain |an
afflliation while any commahds are outstanding. This avoids confusing the SATA device, which only knojws
abput one SATA host. STP)initiator ports may keep affiliations for longer tenures, but this is discouraged.

An STP target port that implements affiliations shall implement one affiliation per STP target port. Multiple
phys on the same‘STP target port shall use the same affiliation. Support for affiliations is indicated in the SMP
RBPORT PHY.SATA function response (see 10.4.3.7).

Only one_caonnection between a wide STP initiator port and a wide STP target port shall be allowed at dne
time. The-STP target port shall reject a second connection request from the same STP initiator port with
OREN“REJECT (STP RESOURCES BUSY).

7.17.4 Opening an STP connection

If no STP connection exists when the SATA host port in an STP/SATA bridge receives a SATA_X_RDY from
the attached SATA device port, the STP target port in the STP/SATA bridge shall establish an STP connection
to the appropriate STP initiator port before it transmits a SATA_R_RDY to the SATA device.

7.17.5 Closing an STP connection

Either STP port (i.e., either the STP initiator port or the STP target port) may originate closing an STP
connection. An STP port shall not originate closing an STP connection after sending a SATA_X_RDY or
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SATA_R_RDY until after both sending and receiving SATA_SYNC. An STP port shall transmit CLOSE after
receiving a CLOSE if it has not already transmitted CLOSE.

When an STP initiator port closes an STP connection, it shall transmit a CLOSE (NORMAL) or CLOSE
(CLEAR AFFILIATION). When an STP target port closes an STP connection, it shall transmit a CLOSE
(NORMAL).

An STP initiator port may issue CLOSE (CLEAR AFFILIATION) in place of a CLOSE (NORMAL) to cause the
STP target port to clear the affiliation (see 7.17.3) along with closing the connection. If an STP target port
receives CLOSE (CLEAR AFFILIATION), the STP target port shall clear the affiliation for the STP initiator port
thdt sent the CLOSE (CLEAR AFFILIATION).

See 7.12.7 for additional details on closing connections.

An STP/SATA bridge shall break an STP connection if its SATA host phy loses dword synchronization (4ee
7.12.8).

7.17.6 STP connection management examples

The STP/SATA bridge adds the outgoing OPEN address frames and CLOSEs so the 'STP initiator port sges
an|STP target port. The STP/SATA bridge removes incoming OPEN address framé and CLOSEs so the SATA
deyice port sees only a SATA host port. While the connection is open, the STRP/SATA bridge passes throygh
allldwords without modification. Both STP initiator port and STP target port use SATA, with SATA flow control
(sge 7.17.2), while the connection is open.
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Figure 100 shows an STP initiator port opening a connection, transmitting a single SATA frame, and closing
the connection.

STP STP/
initie?t-cl)-rp ort target Sl SATﬁ:OSt SA-I—Aotr{;lrg(at
P port bridge P P
idle dwords | idle dwords SATA_SYNC
OPEN address — SATA_SYNC .
frame
idle dwords AI_P
OPEN_ACCEPT
SATA _SYNC
SATA_X_RDY 4 .
SATA_X_RDY\
O\ | SATARRRDY
/ SATA_R_RDY
SATA_SOF ‘ :
LFISL L >
CRCF— 7 SATA,SOF
SATAEOF| ol
SATA_WTRM I .FIS... SATA_R_IP
. 7%%77\,,,,, .
— CRC
ie SATA_EOF
SATA R IP
. O] : SATAWTRM
: : SATA_R_OK
/ SATA_R_OK
SATA_SYNC [*— - :
e SATA_SYNC \
| SATA_SYNC
SATA_SYNC
CLOSE|[—
idledwords —
: ——__CLOSE
/ idle dwords
Ytime ¥ time Ytime ¥ time

Figure 100 — STP initiator port opening an STP connection
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Figure 101 shows a SATA device transmitting a SATA frame. In this example, the STP target port in the STP/
SATA bridge opens a connection to an STP initiator port to send just one frame, then closes the connection.

SATA SATA ST /i STP target STP initiator
device port host port  >f port port
bridge idle dword
SATA _SYNC | — idle dwords ! .e words
SATA_X_RDY SATA SYNC -
: . OPFEN address
frame
idle dwords
. N
— OPENJACCEPT
«— idleydwords
SATA_X_RDY\ .
| SATA_R_RDY
e
/ SATA_R_RDY
SATA _SOF
FIS|
SATA Egﬁ SATA SOF
— FIS
SATA_WTRM | ..FIS... | SATA_R_IP
ST o CRC :
SATA_EOF
SATA R _IP
/ SATA WTRM
: { SATA_R_OK
/ SATA_R_OK
SATA _SYNC | 39— )
SATA_SYNC\
' _ | SATA_SYNC
SATA_SYNC « .
CLOSE
idla dwnardce
- : > CLOSE
> idle dwords
& .
g .
Yiime ¥ time time ¥ M time

Figure 101 — STP target port opening an STP connection
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7.17.7 STP (link layer for STP phys) state machines
The STP link layer uses the SATA link layer state machines (see ATA/ATAPI-7 V3), modified to:

a) communicate with the port layer rather than directly with the transport layer;

b) interface with the SL state machines for connection management (e.g., to select when to open and

close STP connections, and to tolerate idle dwords between an OPEN address frame or an
OPEN_ACCEPT and the first SATA primitive); and
c) implement affiliations (see 7.17.3).

These-maodifications-are not described in this standard

7.17.8 SMP target port support

A $AS device that contains an STP target port shall also contain an SMP target port.
7.18 SMP link layer

7.18.1 SMP frame transmission and reception

Ingide an SMP connection, the source device transmits a single SMP_REQUEST frame and the destinat
deyice responds with a single SMP_RESPONSE frame (see 9.4).

Frames are surrounded by SOF and EOF as shown in figure 102. There.is'no acknowledgement of S|
es with ACK and NAK. There is no credit exchange with RRDY.

Time

SMP SMP
----- SOF frame frame CRC EOF ceee e
dword 0 dword 1

Figure 102 — SMP frame transmission

\J

The last data dword after the SOF prior to the EQF always contains a CRC (see 7.5). The SMP link layer st
machine checks that the frame is not too shortyand that the CRC is valid (see 7.18.4).
7.18.2 SMP flow control

Bylaccepting an SMP connection, the destination device indicates it is ready to receive one SMP_REQUE]
frame.

After the source device transmits one SMP_REQUEST frame, it shall be ready to receive o
SMIP_RESPONSE frame:.
7.18.3 Closing an_SMP connection

After receiving the-SMP_RESPONSE frame, the source device shall transmit a CLOSE (NORMAL) to clg
thg connectjon!

See(7.12.7 for additional details on closing connections.

on

ate

ST

se

AIr transmitting the SMP_RESPONSE frame, the destination device shall reply with a CLOSE (NORMAL

7.18.4 SMP (link layer for SMP phys) state machines

7.18.4.1 SMP state machines overview

The SMP state machines control the flow of dwords on the physical link during an SMP connection. The SMP

state machines are as follows:

a) SMP_IP (link layer for SMP initiator phys) state machine (see 7.18.4.3); and
b) SMP_TP (link layer for SMP target phys) state machine (see 7.18.4.4).
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7.18.4.2 SMP transmitter and receiver

(E)

The SMP transmitter receives the following messages from the SMP state machines indicating dwords and

fra

mes to transmit:

a) Transmit Idle Dword; and
b) Transmit Frame.

The SMP transmitter sends the following messages to the SMP state machines:

a) Frame Transmitted.

Th
an

Th

7.1

7.1

H dwords received:

a) SOF Received;
b) Dword Received; and
c) EOF Received;

e SMP receiver shall ignore all other dwords.
8.4.3 SMP_IP (link layer for SMP initiator phys) state machine

8.4.3.1 SMP_IP state machine overview

e SMP receiver sends the following messages to the SMP state machines indicating primitive sequenges

Thie SMP_IP state machine’s function is to transmit an SMP request frame and then receive the

co

Th
(E

Th
the

responding response frame. This state machine consists of the follgwing states:

a) SMP_IP1:Idle (see 7.18.4.3.2)(initial state);
b) SMP_IP2:Transmit_Frame (see 7.18.4.3.3); and
c) SMP_IP3:Receive_Frame (see 7.18.4.3.4).

e SMP_IP state machine shall start in the SMP_IPZ;ldle state on receipt of an Enable Disable S|
hable) message from the SL state machines (see 7:14).

P SMP_IP state machine shall terminate after geceiving an Enable Disable SMP (Disable) message fr
SL state machines.
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Figure 103 shows the SMP_IP state machine.

SMP_IP (link layer for SMP

initiator ports) state machine

7.18.4.3.2 SMP_IP1;1dle state

7.18.4.3.2.1/State description

Thjs state is the initial state.

Thyscstate shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages

: SMP_IP1:Idle
SMP Transmit | ____ Transmit ldle __ .
Break Dword
, T e==--- > - - -Request Break-# SL
—L
Enable
L oo -
sL Disable SMP P (to all states) SMP_IP2: q
Transmit Frame 1/

]
SMP Transmit

- e o - - -]

= ==Frame Transmitted £

= ==Transmit Framés={>
t —— - Request Break- 9 SL

SMP

IP3:

Receive Frame

----- SOF Received=~[>
----- Dword Regelved- -
----- EOF Received--[>

SI\/I'P Transmit
Break

-

Frame Received- -

Transmit Idle__
Dword

-

- - - -Request Break- ¥ SL
- - --Request Close- ¥ SL

Figure 103 — SMP_IP (link layer for SMP initiator phys) state machine

XA+ e
tht SQIVIE UAlrisITitet.

to

If an SMP Transmit Break request is received, this state shall send a Request Break message to the SL state

machines (see 7.14).

7.18.4.3.2.2 Transition SMP_IP1:ldle to SMP_IP2:Transmit_Frame

This transition shall occur after a Tx Frame request is received.
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7.18.4.3.3 SMP_IP2:Transmit_Frame state

7.18.4.3.3.1 State description

This state shall send a Transmit Frame message to the SMP transmitter.

If an SMP Transmit Break request is received, this state shall send a Request Break message to the SL state
machines (see 7.14) and terminate.

After the Frame Transmitted message is received, this state shall send a Frame Transmitted confirmation to

th

7.1
Th

7.1

Th
reg

If
=

If t
of
co
res

If
m

Th
the

Q) Q)

7.1

7.1

nort laver
L 7

8.4.3.3.2 Transition SMP_IP2:Transmit_Frame to SMP_IP3:Receive_Frame

s transition shall occur after sending a Frame Transmitted confirmation to the port layer.

8.4.3.4 SMP_IP3:Receive_Frame state

s state checks the SMP response frame and determines if the SMP response frame was successf
eived (e.g., no CRC error).

he SMP response frame is received with a CRC error, this state shall send-a Frame Received (S|
lure) confirmation to the port layer.

ne number of dwords between the SOF and EOF of the SMP responsefframe is less than 2, or the num
dwords after an SOF is greater than 258, this state shall send a'Frame Received (SMP Failu
hfirmation to the port layer. If the SMP response frame is reeeived with no CRC error and the S|
ponse frame is valid, this state shall:

a) send a Frame Received confirmation to the port layer;. and
b) send a Request Close message to the SL state magchines (see 7.14).

n SMP Transmit Break request is received, this state~shall send a Request Break message to the SL st
chines and terminate.

s state shall request idle dwords be transmitted’ by repeatedly sending Transmit Idle Dword messageq
SMP transmitter.

8.4.4 SMP_TP (link layer for SMP tatget ports) state machine

8.4.4.1 SMP_TP state machinge'overview

y

ber
re)
VP

nte

Thie SMP_TP state machine’s function is to receive an SMP request frame and then transmit the

co

Th
Dis

Th
the

responding SMP response/frame. The SMP_TP state machine consists of the following states:

a) SMP_TP1:Recgeive Frame (see 7.18.4.4.2)(initial state); and
b) SMP_TP2:Transmit_Frame (see 7.18.4.4.3).

e SMP_TP state’machine shall start in the SMP_TP1:Receive_Frame state after receiving an Ena
able SMP_(Enable) message from the SL state machines (see 7.14).

e SMP<TP state machine shall terminate after receiving an Enable Disable SMP (Disable) message fr
Sl«state machines.

ble
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Figure 104 shows the SMP_TP state machine.

SMP_TP (link layer for SMP target ports) state machine
SMP_TP1.:
Enable Receive Frame
SL --Disable-# (to all states)
SVP
4
Frame Received
- =-.SOF Received--{> Sf
. Transmit Idle
- --Dword Received={f--- Dword =
- --.EOF Received-- T --Request Break-p= SL
SMP_TP2;
Transmit Frame
|
! - == Request Break-#SL
SMP Transmit Break
---- 1 - - Request Close- »SL
)
‘ l
Tx Beatrie i
R, ol ’____Transmn Idle___l>
Frame Transmitted Dword
et - — -Transmit Frame- =
---Frame Transmitted{>
- /
KA )

Figure 104 — SMP_TP (link layer for SMP target phys) state machine
7.18.4.4.2 SMP_TP1:Receive~Frame state

7.18.4.4.2.1 State description

This state waits for-an/SMP frame and determines if the SMP frame was successfully received (e.g., no CRC
error).

If an SMP frame is received, this state shall send a Request Break message to the SL state machines (gee
7.14) and<terminate if:

a) \the SMP frame has a CRC error;
b)’ the number of data dwords between the SOF and EOF is less than 2; or
c) the number of data dwords after the SOF is greater than 258.

Otherwise, this state shall send a Frame Received confirmation to the port layer.

This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the SMP transmitter.

7.18.4.4.2.2 Transition SMP_TP1:Receive_Frame to SMP_TP2:Transmit_Frame

This transition shall occur after sending a Frame Received confirmation to the port layer.
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7.18.4.4.3 SMP_TP2: Transmit_Frame state

If this state receives an SMP Transmit Break request, this state shall send a Request Break message to the
SL state machines and terminate.

If this state receives a Tx Frame request, this state shall send a Transmit Frame message to the SMP
transmitter; then wait for a Frame Transmitted message. After receiving a Frame Transmitted message, this
state shall send a Request Close message to the SL state machines (see 7.14) and terminate.

After sending Transmit Frame message to the SMP transmitter, this state shall request idle dwords be

trapsmitted hy rnpnnfndl\]/ cnnding Transmit ldle Dword messages-to the SMP_transmitter.
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8 Port layer

8.1 Port layer overview

The port layer (PL) state machines interface with one or more SAS link layer state machines and one or more
SSP, SMP, and STP transport layer state machines to establish port connections and disconnections. The port
layer state machines also interpret or pass transmit data, receive data, commands, and confirmations
between the link and transport layers.

8.p P (porttayer)state machines

8.4.1 PL state machines overview
The PL (port layer) consists of state machines that run in parallel and perform the following functions:

a) receive requests from the SSP, SMP, and STP transport layer state machines” for connectjon
management (e.g., requests to open or close connections) and frame transmission;

b) send requests to the SAS link layer state machines for connection management and frame trans-
mission;

c) receive confirmation from the SAS link layer state machines; and

d) send confirmations to the SSP, SMP, and STP transport layer state machines.

The port layer state machines are as follows:

a) PL_OC (port layer overall control) state machines (see 8.2.2);@nd
b) PL_PM (port layer phy manager) state machines (see 8.2.3):.

There is one PL_OC state machine per port. There is one PL_PWM state machine for each phy contained in the
poft. Phys are assigned to ports by the management application layer.
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Figure 105 shows examples of the port layer state machines and their interaction with the transport and link
layers.

Transmit
Frame
requests from
transport layer

PL_OC state machine

B\+ //// ////

Th
de

a)
b)

c)

oo

Figure 105 — Port layer examples

o

Tragsmit Frame requests are received by the PL_OC state machine;
the PL_OC state machine converts Transmit Frame requests into pending Tx Frame messages
associated with the destination SAS address;
the Pl _QOC state machine generates a pending Tx Open message for a pending Tx Frame messdge

e following is.a. description of the example processes in figure 105. These example processes do
scribe all of the possible condition or actions.

Pending Tx Pending Tx Pending Tx Pending Pending Peridirig
Frames for Frames for Frames for
S L L Tx Open Tx Open | ...| Tx.Open
destination destination destination
slot 1 slot 2 slotn
A B X ,\’\
AN A RN y4 VAN /
7 Y N T
s 7 N
\\ | @ / \\ N
! N (A (9
v o ) I AN ZEY A
\‘ \ T\\ /‘ | \ A \\\
\ AN / N \
Retry \ ! o/ ! | x
Frame \ ! \/r’\ \ e Retry
A AN \ Y \
@ \\ i SN Ty X Open
I / N A /
\ \ | // \%/\' /\/ \ ,,"/ @
\ ' N } / AN
« W - Qely YRR
PL PM ~| PLPM1 PL_PM 2 PL_PMn
state (for phy 1) (for phy 2) (for phy n)
machines | ‘ | |
Open  Connéction  Open T Open  Open
Connection Closed Connection Frame Connection pEajjeqd

hot

when there is a pending Tx Open slot available (i.e., the number of pending Tx Open messages is
less than or equal to the number of phys);

d)

the PL_OC state machine sends a pending Tx Open message as a Tx Open message to a PL_PM

state machine when a PL_PM machine is available; a slot is then available for a new pending Tx
Open message;

e)

establish a connection with the destination SAS address through the link layer;
f) if a PL_PM state machine is unable to establish a connection with the destination SAS address, then
the PL_PM state machine sends a Retry Open message to the PL_OC state machine;

when a PL_PM state machine receives a Tx Open message, the PL_PM state machine attempts to
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Th

ing

8.2
Al

Th

After power.on this state machine shall start in the PL_OC1.:ldle state.

Th

g) the PL_OC state machine converts a Retry Open message to a pending Tx Open message if there is
a pending Tx Open slot available; if the PL_OC state machine converts a Retry Open message into a
pending Tx Open message, then the pathway blocked count and arbitration wait time context from the
Retry Open message are applied to the pending Tx Open message;

h) if the PL_OC state machine does not convert a Retry Open to a pending Tx Open frame, then the
PL_OC discards the Retry Open message. The PL_OC state machine may create a new Tx Open
message for the same pending Tx Frame at a later time. If the PL_OC state machine discards a Retry
Open message, then the pathway blocked count and arbitration wait time context from the Retry
Open message are also discarded;

.4.2 PL_OC (port layer overall control) state machine

.2.1 PL_OC state machine overview

PL_OC state machine:

s state machine consists of the following states:

s state machine shall maintain the timers listed in table 87.

1) after a PL_PM state machine establishes a connection with a destination SAS address, the PL_OC
state machine sends pending Tx Frame messages for the destination to the PL_PM state machine|as
Tx Frame messages;
j) if a PL_PM state machine is unable to send a Tx Frame message to the link layer as(a Tx Frame
request (e.g., due to a credit timeout), then the PL_PM state machine sends a Retry kFrame messdge
to the PL_OC state machine, and the PL_OC state machine converts the Retry Frame message ipto
a pending Tx Frame message; and
k) if the PL_PM state machine is able to send a Tx Frame message as a Tx Frame request to the link
layer, then the PL_PM state machine sends a Transmission Status confirmation to the transport layer.

e Transmission Status confirmation from either the PL_OC state machine or’a@ PL_PM state machine shall
lude the following as arguments:

a) tag;
b) destination SAS address; and
c) source SAS address.

a) receives requests from the SSP, SMP, and-STP transport layers;
b) sends messages to the PL_PM statemachine;

c) receives messages from the PL_PM state machine;

d) selects frames to transmit;

e) selects phys on which to transmit frames;

f) receives confirmations fram the link layer;

g) sends confirmations to-the transport layer;

h) has Arbitration Wait/Time timers; and

i) has I_T Nexus Lpss.timers.

a) PL_OC1:dle (see 8.2.2.2) (initial state); and
b) PL_OC2Overall_Control (see 8.2.2.3).

lable o/ — FPL_OC state machine timers

Timer Initial value

The value in the I_T NEXUS LOSS TIME field in the Protocol-Specific Port

|_T Nexus Loss timer Control mode page (see 10.2.6.2).

Arbitration Wait Time timer

0000h, a vendor specific value less than 8000h (see 7.12.3), or the value
received with a Retry Open message.
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Figure LUb — FPL_OC (port layer overall control) state machnine

8.2.2.2 PL_OC1:Idle state

8.2.2.2.1 PL_OC1:Idle state description

This state is the initial state of the PL_OC state machine.

If this state receives a HARD_RESET Received confirmation, then this state shall send a HARD_RESET
Received confirmation to the transport layer.
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If this state receives a Transmit Frame request, then this state shall send a Transmission Status (No Phys In

Po

rt) confirmation to the transport layer.

8.2.2.2.2 Transition PL_OC1:ldle to PL_OC2:Overall_Control

This transition shall occur after a Phy Enabled confirmation is received for at least one phy assigned to the
port.

8.2.2.3 PL_OC2:Overall_Control state

8.2

Th
fra
req
mq
for

Th
atf
ve

transmit frames. This state shall receive a response to a message fromga,PL_PM state machine bef

se
Th

After receiving a Transmit Frame request for a destiniation SAS address for which there is no connect

es
Lo

When this state creates an |_T-Nexus Loss timer it shall:

If t
ad
m4
for]

Ot
If t

.2.3.1 PL_OC2:Overall_Control state overview

S state may receive Transmit Frame requests from the transport layers (i.e., SSP and SMP)@and R¢
me messages from PL_PM state machines. This state shall create a pending Tx Frame message for ea
eived Transmit Frame request and Retry Frame message. There may be more than one pendihg Tx Fra
ssage at a time for each SSP transport layer. There shall be only one pending Tx Framemessage at a ti
each SMP transport layer.

s state selects PL_PM state machines through which connections are established. This state shall o
hdor-specific manner, this state selects PL_PM state machines on which génnections are established

nding another message to that PL_PM state machine.
s state also:

a) receives connection management requests from the transport layers;
b) sends connection management messages to PL_PM state' machines;
c) receives connection management messages from PLAPM state machines; and
d) sends connection management confirmations to the transport layers.

ablished and for which no I_T Nexus Loss timekhas been created, this state shall create an |_T Ney
5S timer for that SAS address if:

a) the protocol is SSP;

b) this state machine is in an SSP target port;

c) the Protocol-Specific Port Control'mode page is implemented by the SSP target port; and
d) the |l _T nexus loss time is not©000h.

a) initialize the |_T Nexus Loss timer; and
b) not start the |_T. Nexus Loss timer.

his state machineds,in an SSP initiator port, then this state may create an |_T Nexus Loss timer for the S
fdress. If a state machine in an SSP initiator port and creates an |_T Nexus Loss timer, then the st
chine should*dse the value in the |_T NEXUS LOSS TIME field in the Protocol-Specific Port Control mode pg
the SSP4arget port (see 10.2.6.2) as the initial value for its |_T Nexus Loss timer.

ner SASports may detect an |_T nexus loss in a vendor-specific manner.

hére are no pending Tx Frame messages for a destination SAS address and an |_T Nexus Loss timer h

try
iIch
me
me

nly

empt to establish connections through PL_PM state machines whosé phys are enabled. In a

to
pre

on
us

hte
ge

as

be

en created Tor that destination SAS address, then this state shall delete the 1_ T Nexus Loss timer 10r t

destination SAS address.

at

If this state receives a HARD_RESET Received confirmation, then this state shall discard all pending Tx
Frame messages and delete all |_T Nexus Loss timers and send a HARD_RESET Received confirmation to
the transport layer.

8.2.2.3.2 PL_OC2:Overall_Control state establishing connections

Th
Th

is state receives Phy Enabled confirmations indicating when a phy is available.

is state receives Retry Open messages from a PL_PM state machine.
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This state creates pending Tx Open messages based on pending Tx Frame messages and Retry Open
messages. Pending Tx Open messages are sent to a PL_PM state machine as Tx Open messages.

If this state receives a Retry Open (Retry) message, then this state shall process the Retry Open message.

If this state receives a Retry Open (No Destination) or a Retry Open (Open Timeout Occurred) message and
an |_T Nexus Loss timer has not been created for the destination SAS address (e.g., an SSP target port does
not support the I_T NEXUS LOSS TIME field in the Protocol Specific Port Control mode page or the field is set to
0000h), then this state shall process the Retry Open message as either a Retry Open message or an Unable
To Connect message. This selection is vendor-specific.

If this state receives a Retry Open (Pathway Blocked) message and an |_T Nexus Loss timer has not bgen
crgated for the destination SAS address, then this state shall process the Retry Open message.

If this state receives a Retry Open (No Destination), Retry Open (Open Timeout Occurred), or’Retry Opgen
(Pathway Blocked) message, and an |_T Nexus Loss timer has been created for the destination'SAS addrgss
with an initial value of FFFFh, then this state shall process the Retry Open message (i.e;,the Retry Ogen
megssage is never processed as an Unable to Connect message).

If this state receives a Retry Open (No Destination) or a Retry Open (Open Timeout\Occurred) message, |an
I_T Nexus Loss timer has been created for the destination SAS address, and there is no connectjon
esfablished with the destination SAS address, then this state shall check the | J«\Nexus Loss timer, and:

a) if the I_T Nexus Loss timer is not running and the |_T nexus loss-time is not set to FFFFh, then this
state shall start the timer;

b) if the | T Nexus Loss timer is running, then this state shall not¢stop the timer; and

c) ifthe I_T Nexus Loss timer has expired, then this state shall’process the Retry Open message as |f it
were an Unable To Connect message (see 8.2.2.3.4).

If this state receives a Retry Open (Pathway Blocked) message, an |_T Nexus Loss timer has been creafed
for|the destination SAS address, and there is no connection established with the destination SAS addreps,
thgn this state shall check the |_T Nexus Loss timer, and:

a) ifthe |_T Nexus Loss timer is running, then.this state shall not stop the timer; and
b) if the |_T Nexus Loss timer has expired,then this state shall process the Retry Open message as |f it
were an Unable To Connect message-(see 8.2.2.3.4).

If this state receives a Retry Open (Retry)-and an |_T Nexus Loss timer is running for the destination SAS
adpress, then this state shall:

a) stop the |_T Nexus Loss timer (if the timer has been running); and
b) initialize the |_T Nexus-Loss timer.

This state shall create a pending Tx Open message if:

a) this state has ajpending Tx Frame message or has received a Retry Open message;

b) this state has-fewer pending Tx Open messages than the number of PL_PM state machines (i.e., the
number of.phys in the port);

c) there isno pending Tx Open message for the destination SAS address; and

d) ther€iis no connection established with the destination SAS address.

Thjs state-may create a pending Tx Open message if:

a)) this state has a pending Tx Frame message, or this state has received a Retry Open message gnd
Nas not processed the message by sending a confirmation; and
b) this state has fewer pending Tx Open messages than the number of PL_PM state machines.

This state shall have no more pending Tx Open messages than the number of PL_PM state machines.

If this state receives a Retry Open message and there are pending Tx Frame messages for which pending Tx
Open messages have not been created, then this state should create a pending Tx Open message from the
Retry Open message.

If this state does not create a pending Tx Open message from a Retry Open message (e.g., the current
number of pending Tx Open messages equals the number of phys), then this state shall discard the Retry
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Open message. This state may create a new pending Tx Open message at a later time for the pending Tx
Frame message that resulted in the Retry Open message.

If this state receives a Retry Open (Opened By Destination) message and the initiator and protocol arguments
match those in the Tx Open messages that resulted in the Retry Open message, then this state may discard
the Retry Open message and use the established connection to send pending Tx Frame messages as Tx
Frame messages to the destination SAS address. If this state receives a Retry Open (Opened By Destination)
message, then, if this state has a pending Tx Open slot available, this state may create a pending Tx Open
message from the Retry Open message.

NOTE 23 - If a connection is established by another port as indicated by a Retry Open (Opened By Desti-
nation) message, credit may not be granted for frame transmission. In this case this state may create a
pending Tx Open message from a Retry Open message in order to establish a connection where credit(is
granted.

-0

Thjs state shall send a pending Tx Open message as a Tx Open message to a PL_PM state.machine that has
an|enabled phy and does not have a connection established. If there is more than one, pending Tx Ogen
message, this state should send a Tx Open message for the pending Tx Open message that has bgen
pepding for the longest time first.

If this state creates a pending Tx Open message from one of the following messages:

>

D

a) a Retry Open (Opened By Destination);
b) a Retry Open (Opened By Other); or
c) a Retry Open (Pathway Blocked),

then this state shall:

a) create an Arbitration Wait Time timer for the pending.Tx*Open message;

b) set the Arbitration Wait Time timer for the pending)>Tx Open message to the arbitration wait time
argument from the Retry Open message; and

c) start the Arbitration Wait Time timer for the pending Tx Open message.

When a pending Tx Open message is sent to a.Rk, PM state machine as a Tx Open message, the Tx Ogen
mgssage shall contain the following argumentsto be used in an OPEN address frame:

a) initiator bit from the Transmit Frame request;

b) protocol from the Transmit Framé request;

c) connection rate from the Transmit Frame request;

d) initiator connection tag fram the Transmit Frame request;
e) destination SAS address.from the Transmit Frame request;
f) source SAS address-frem the Transmit Frame request;

g) pathway blocked-count; and

h) arbitration waijttime.

If this state creates-ajpending Tx Open message from one of the following:

a) a Transmit Frame request;

b) a Retry Open (No Destination) message;

c) awRetry Open (Open Timeout Occurred) message; or
d)< & Retry Open (Retry) message,

than this state shall:

a) set the pathway blocked count argument in the Tx Open message to zero; and
b) set the arbitration wait time argument in the Tx Open message to zero or a vendor-specific value less
than 8000h (see 7.12.3).

If a pending Tx Open message was created as the result this state receiving a Retry Open (Pathway Blocked)
message, then this state shall set the pathway blocked count argument in the Tx Open message to the value
of the pathway blocked count argument received with the message plus one, unless the pathway blocked
count received with the argument is FFh.
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If a pending Tx Open message was created as the result of this state receiving one of the following:

a) a Retry Open (Opened By Destination) message;
b) a Retry Open (Opened By Other) message; or
c) aRetry Open (Pathway Blocked) message;

then this state shall set the arbitration wait time argument in the Tx Open message to be the value from the
Arbitration Wait Time timer created as a result of the Retry Open message.

After this state sends a Tx Open message, this state shall discard the pending Tx Open message from which

the-Ix-QOpen-messages-was-created.-After this state discards-a-pending- Tx-Open-message.-this-state may
L ~ Lo ~J Lo g7

crgate a new pending Tx Open message.

If this state receives a Connection Opened message and the initiator and protocol arguments mateh'\thosg in
any pending Tx Frame messages, then this state may use the established connection to send pending|Tx
Frame messages as Tx Frame messages to the destination SAS address.

8.4.2.3.3 PL_OC2:Overall_Control state connection established

If this state receives a Connection Opened message or a Retry Open (Opened By Destination) message fdr a
SAS address, and an |_T Nexus Loss timer has been created for the SAS address, then this state shall:

a) stop the |_T Nexus Loss timer for the SAS address (if the timer has béen’running); and
b) initialize the |_T Nexus Loss timer.

8.2.2.3.4 PL_OC2:Overall_Control state unable to establish a connection

If this state receives a Retry Open (No Destination), Retry Open(Open Timeout Occurred), or Retry Ogen
(Pathway Blocked) message and the |_T Nexus Loss timer fofitheé SAS address has expired, then this state
shall perform the following:

a) delete the |_T Nexus Loss timer for the SAS address;

b) discard the Retry Open message;

¢) send a Transmission Status (I_T Nexus Loss) confirmation for the pending Tx Frame message from
which the Retry Open message resulted;

d) discard the pending Tx Frame message from which the Retry Open message resulted;

e) if this state has any pending Tx,Frame messages with the same destination SAS address gnd
protocol as the Retry Open message, and this state has not sent a Tx Open message to a PL_PM
state machine for the messages, then this state shall send a Transmission Status (I_T Nexus Logs)
confirmation for each pending Tx Frame message and discard the pending Tx Frame messages gnd
any corresponding pepding Tx Open messages; and

f) if this state has any pending Tx Frame messages with the same destination SAS address gnd
protocol as the Retry"Open message, and this state has sent a Tx Open message to a PL_PM state
machine for adnessage, then this state shall send a Cancel Open message to each PL_PM state
machine to@vhich it has sent a Tx Open message. After receiving an Unable To Connect (Cangel
Acknowletge) message from a PL_PM state machine in response to the Cancel Open message, then
this state Shall send a Transmission Status (I_T Nexus Loss) confirmation for each pending Tx Framne
mesSage and discard the pending Tx Frame messages and any corresponding pending Tx Ogen
messages.

If this"state receives a Retry Open (No Destlnatlon) Retry Open (Open Timeout Occurred) or Retry Op

Unable To Connect message, then this state shaII send a Transmission Status confirmation as defrned in table
88.
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Table 88 — Confirmations from Unable To Connect or Retry Open messages

Message received Confirmation to be sent to transport layer

Transmission Status (I_T Nexus Loss) if the
I_T Nexus Loss timer for the SAS address has
expired, or Transmission Status (No
Destination) if it has not

Retry Open (No Destination)

If ¢
Ng
rur

Th
se

8.2

Transmission Status (I_T Nexus Loss) if the
|_T Nexus Loss timer for the SAS address has
expired, or Transmission Status (Open
Timeout Occurred) if it has not

Retry Open (Open Timeout Occurred)

Transmission Status (I_T Nexus L0Ss) if the

Retry Open (Pathway Blocked) |_T Nexus Loss timer for the SAS address has
expired

Unable to Connect (Bad Destination) Transmission Status (Bad'Destination)

Unable To Connect (Break Received) Transmission Status. (Break Received)

Unable To Connect (Connection Rate Not Transmission Status (Connection Rate Not

Supported) Supported)

Unable To Connect (Port Layer Request) Transmission Status (Cancel Acknowledge)

Unable To Connect (Protocol Not Supported) | Transmission Status (Protocol Not Supported)

Unable To Connect (STP Resources Busy) Transmission Status (STP Resources Busy)

Unable To Connect (Wrong Destination) Transmission Status (Wrong Destination)

his state receives an Unable To Connget-(Connection Rate Not Supported), Unable To Connect (Proto
t Supported), or Unable To Connect\(STP Resources Busy) message and an |_T Nexus Loss time
ning for the SAS address, then this-state shall:

a) stopthe |_T Nexus Lossitimer (if the timer has been running); and
b) initialize the |_T Nexus-Loss timer.

s state shall discard_the) pending Tx Frame message for which the Transmission Status confirmation W
nt.

.2.3.5 PL_Og2:@verall_Control state connection management

If this stateqeceives an Accept_Reject Opens request, then this state shall send an Accept_Reject Op4q

me

ssage toall phys in the port.

If t

col
S

as

ns

ak

is’state receives an SMP Transmit Break request, then this state shall send an SMP Transmit Brg

there is no PL_PM state machine associated with the request, the PM_OC state shall ignore the request.

f

If this state receives a Connection Closed message indicating that a connection with a destination SAS
address is no longer open and this state has pending Tx Open messages, then this state may send a Tx Open
message to the PL_PM state machine that sent the Connection Closed message.

If this state is in a wide SSP port, then this state shall not reject an incoming connection request on one phy
because it has an outgoing connection request on another phy.

If this state is in an SSP port, has no pending Tx Frame messages for a destination SAS address with which a
PL_PM state machine has established a connection, and the connection was established by a message from
this state, then this state shall send a Close Connection message to the PL_PM state machine. If this state is
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in an SSP port, has no pending Tx Frame messages for a destination SAS address with which a PL_PM state
machine has established a connection, and the connection was established by the destination, then this state
may wait a vendor-specific time and then shall send a Close Connection message to the PL_PM state
machine. If this state has received a Disable Tx Frame message from a PL_PM state machine, then this state
should send a Close Connection message to the PL_PM state machine.

8.2.2.3.6 PL_OC2:Overall_Control state frame transmission

In order to prevent livelocks, If this state is in a wide SSP port, has multiple connections established, and has

ate

a pending-Tx-Erame message, then this state shall send at least aone Tx Erame message toa Pl PMst

michine before sending a Close Connection message to the PL_PM state machine.

Af
pe
arg
stg

Th
de

Th
PL
Cd

Th
T
stg

Th
ne
ma

Frame message with the same<_T_L nexus:

er this state receives a Connection Opened message from a PL_PM state machine, this state.sele
hding Tx Frame messages for the destination SAS address with the same initiator bit and"proto
uments, and, as an option, the same connection rate argument, and sends the messages t0 the PL_
te machine as Tx Frame messages.

s state may send a Tx Frame message to any PL_PM state that has established ‘@ connection with
Stination SAS address when the initiator and protocol arguments match those in the Tx Frame message

s state may send a Tx Frame message containing a COMMAND frame for a.destination SAS address t
| PM state machine while waiting for one of the following messages for Tx\Frame messages contain
MMAND frames for the same destination SAS address from different PL\PM state machines:

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

¢) Transmission Status (ACK/NAK Timeout); or

d) Transmission Status (Connection Lost Without ACK/NAK).

s state shall not send a Tx Frame message containingra TASK frame for a task that only affects
[ L _Q nexus (e.g., an ABORT TASK or QUERY TASK;task management function (see SAM-3)) until
te has received one of the following messages for éach Tx Frame message with the same I_T_L_Q nex

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

¢) Transmission Status (ACK/NAK Timeout); or

d) Transmission Status (Connection-Lest Without ACK/NAK).

Kus (e.g., an ABORT TASK SET, CLEAR TASK SET, CLEAR ACA, or LOGICAL UNIT RESET t3
nagement function (see SAN=3)) until this state has received one of the following messages for each

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

¢) Transmissien.Status (ACK/NAK Timeout); or

d) TransmiSsion Status (Connection Lost Without ACK/NAK).

s state shall not send a Tx Frame message containing a TASK frame for a task that only affects an
Kus until-this state has received one of the following messages for each Tx Frame message with the sa
[ nexus:

s state shall not send a Tx Frame(meéssage containing a TASK frame for a task that only affects an |_T_

cts
Col
PM

he

D a
ng

an
his

Tx

a) Transmission Status (ACK Received):

b) Transmission Status (NAK Received);
¢) Transmission Status (ACK/NAK Timeout); or
d) Transmission Status (Connection Lost Without ACK/NAK).

The following arguments shall be included with the Tx Frame message:

a) the frame to be transmitted; and
b) Balance Required or Balance Not Required.
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A Balance Not Required argument shall only be included if:

a) the request was a Transmit Frame (Non-Interlocked) request (i.e., the request included a DATA
frame); and

b) the last Tx Frame message sent to this PL_PM state machine while this connection has been estab-
lished was for a DATA frame having the same logical unit number and tag value as the DATA frame in
this Tx Frame message.

If a Balance Not Required argument is not included in the Tx Frame message, then a Balance Required
argument shall be included.

Or|ce this state has sent a Tx Frame message containing a DATA frame to a PL_PM state machine, this state
shall not send a Tx Frame message containing a DATA frame with the same |_T_L_Q to another PL_PWstate
m3chine until this state has received one of the following messages for each Tx Frame message containing a
DATA frame for the same |_T_L_Q nexus:

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

¢) Transmission Status (ACK/NAK Timeout); or

d) Transmission Status (Connection Lost Without ACK/NAK).

Rdad DATA frames and write DATA frames for the same |_T_L_Q nexus mayde transmitted and receijed
simultaneously on the same or different phys.

If this state is in an SMP initiator port, then this state shall send the Tx Frame message containing the SMP
REQUEST frame to the PL_PM state machine on which the connection was established for the Tx Ogen
mgssage. If this state is in an SMP target port, then this state shall send the Tx Frame message containing the
SMIP REQUEST frame to the PL_PM state machine on which the' ‘eonnection was established for the Tx Open
massage. See 7.18 for additional information about SMP connections.

Characteristics of STP connections are defined by SATA (also see 7.17).
If this state receives a Disable Tx Frames message from a PL_PM state machine, then this state should sgnd
nolmore Tx Frame messages to that state machine.

8.4.2.3.7 PL_OC2:Overall_Control state frame transmission cancellations

Cdncel requests cause this state to canceliprevious Transmit Frame requests. A Cancel request includes the
following arguments:

a) the destination SAS address; and
b) the tag.

If this state receives a Cancelrequest and a Tx Frame message for the Transmit Frame request has not bgen
sept to a PL_PM state machine, then this state shall:

a) discard the Transmit Frame request; and
b) send a Transmission Status (Cancel Acknowledge) confirmation to the transport layer.

If this state receives a Cancel request and a Tx Frame message for the Transmit Frame request has bgen
seft to a PLA\PM state machine, then this state shall discard the request.

8.2.2.3:8'Transition PL_OC2:Overall_Control to PL_OC1:Idle

ThiSTransition shall occur aiter.
a) sending a HARD_RESET Received confirmation to the link layer; or
b) a Phy Disabled confirmation is received from all of the link layers in the port;

8.2.3 PL_PM (port layer phy manager) state machine

8.2.3.1 PL_PM state machine overview
A PL_PM state machine:

a) receives messages from the PL_OC state machine;


https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

b)
c)
d)
e)
f)
a)
h)

274

sends requests to the link layer;

receives confirmations from the link layer;
sends confirmations to the transport layer;
sends messages to PL_OC state machine;

has an Arbitration Wait Time timer;

may have a Bus Inactivity Time Limit timer; and
may have Maximum Connect Time Limit timer.

This state machine consist of the following states:

14776-150 © ISO/IEC:2004(E)

After power on this state machine shall start in the PL_PM21.:ldle state.

Th

a)
b)
c)
d)

PL_PMZ1:Idle (see 8.2.3.2) (initial state);
PL_PM2:Req_Wait (see 8.2.3.3);
PL_PM3:Connected (see 8.2.3.4); and
PL_PM4:Wait_For_Close (see 8.2.3.5).

s state machine shall maintain the timers listed in Table 89.

Table 89 — PL_PM state machine timers

Timer Initial value

Bus Inactivity Time Limit
imer

mode page (see 10.2.6.1).

The value in the BUS INACTIVITY TIME LIMIT. field in the Disconnect-Reconnect

Maximum Connect Time
| imit timer

The value in the MAXIMUM CONNECT'TIME LIMIT field in the
Disconnect-Reconnect mode page (see 10.2.6.1).
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107 shows part 1 of the PL_PM state machine.

>

PL_PM (port layer phy manager) (part 1 of 2)
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Figure 107 — PL_PM (port layer phy manager) state machine (part 1)
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Figure 108 shows part 2 of the PL_PM state machine.
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Figure 108 — PL_PM (port layer phy manager) state machine (part 2)

8.2.3.2 PL_PM1:Idle state

8.2.3.2.1 PL_PMz1:Idle state description

This is the initial state of the PL_PM state machine.
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8.2.3.2.2 Transition PL_PM1:ldle to PL_PM2:Req_Wait

This transition shall occur after:

a) a Phy Enabled confirmation is received; and
b) a Tx Open message is received.

8.2.3.2.3 Transition PL_PM1:ldle to PL_PM3:Connected

This transition shall occur after a Connection Opened confirmation is received.

8.2

8.2

Th
an

If t

8.2

.3.3 PL_PM2:Req_Wait state

.3.3.1 PL_PM2:Req_Wait state overview

s state sends an Open Connection request to the link layer and waits for a confirmation. This state sen
H receives connection management messages to and from the PL_OC state machine.

his state receives a HARD_RESET Received confirmation, then this state shall terminate all operations.

.3.3.2 PL_PM2:Req_Wait establishing a connection

After this state receives a Tx Open message, this state shall:

Th
an

8.2

a) create an Arbitration Wait Time timer;

b) initialize the Arbitration Wait Time timer to the arbitration wait.time argument received with the
Open message;

c) start the Arbitration Wait Time timer; and

d) send an Open Connection request to the link layer.

e Open Connection request shall contain the following atguments from the Tx Open message to be useq
OPEN address frame:

a) initiator bit;

b) protocaol;

c) connection rate;

d) initiator connection tag;

e) destination SAS address;

f) source SAS address;

g) pathway blocked count; and
h) arbitration wait time.

.3.3.3 PL_PM2:Req_Wait_connection established

If this state receives aZConnection Opened confirmation, then this state shall send a Connection Open

me

If t

ssage to the PL_OC state machine.

his state recejves’a Connection Opened confirmation and the confirmation was not in response to an Of
nnection request from this state (i.e., the connection was established in response to an OPEN addrg

e fromuanother device), then this state shall discard any Open Connection request and send a R€g

ds

Tx

n

ed

SS

try
on

Connection request, then this state shall send a Retry Open (Opened By Other) message.

A Retry Open (Opened By Destination) or Retry Open (Opened By Other) message shall contain the following
arguments:

a) initiator bit set to the value received with the Tx Open message;

b) protocol set to the value received with the Tx Open message;

c) connection rate set to the value received with the Tx Open message;

d) initiator connection tag set to the value received with the Tx Open message;
e) destination SAS address set to the value received with the Tx Open message;
f) source SAS address set to the value received with the Tx Open message;
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g) pathway blocked count argument set to the value received with the Tx Open message; and
h) arbitration wait time set to the value of the Arbitration Wait Time timer.
8.2.3.3.4 PL_PM2:Req_Wait unable to establish a connection

If this state receives an Open Failed confirmation, then this state shall send either a Retry Open message or
an Unable To Connect message to the PL_OC state machine.

Table 90 defines the message to be sent for each Open Failed confirmation.

Table 90 — Messages from Open Failed confirmations

Confirmation received Message to be sent to PL_OC
Open Failed (Pathway Blocked) Retry Open (Pathway Blocked)

Open Failed (Retry) Retry Open (Retry)

Open Failed (No Destination) Retry Open (No Destination)

Open Failed (Bad Destination) Unable To Connect (Bad'‘Destination)
Open Failed (Break Received) Unable To Connect(Break Received)

Open Failed (Connection Rate Not Supported) Unable To @arirect (Connection Rate Not

Supported)
Open Failed (Protocol Not Supported) Unable To Connect (Protocol Not Supported)
Open Failed (STP Resources Busy) Unable To Connect (STP Resources Busy)
Open Failed (Wrong Destination) Unable To Connect (Wrong Destination)

A Retry Open message shall include the folléwing arguments:

a) initiator bit set to the value received with the Tx Open message;

b) protocol set to the value receivéd with the Tx Open message;

C) connection rate set to thewalue received with the Tx Open message;

d) initiator connection tag-set to the value received with the Tx Open message;

e) destination SAS address set to the value received with the Tx Open message;

f) source SAS address set to the value received with the Tx Open message;

g) pathway blockedyCount argument set to the value received with the Tx Open message; and
h) arbitration wait time set to the value of the Arbitration Wait Time timer.

AnlUnable To Cohanect message shall include the following arguments:

a) initiator connection tag set to the value received with the Tx Open message;
b) deéstination SAS address set to the value received with the Tx Open message; and
c)A. source SAS address set to the value received with the Tx Open message.

8.2.3.3.5 PL_PM2:Req_Wait connection management

If this state receives a Cancel Open message and a Connection Opened confirmation has not been received,
then this state shall send a Stop Arb request to the link layer.

8.2.3.3.6 Transition PL_PM2:Req_Wait to PL_PM1:ldle

This transition shall occur after:

a) a Retry Open message is sent to the PL_OC state machine;
b) an Unable To Connect message is sent to the PL_OC state machine;
c) all operations have been terminated after a HARD _RESET Received confirmation is received; or


https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

14776-150 © ISO/IEC: 2004(E) 279

d) a Phy Disabled confirmation is received.

8.2.3.3.7 Transition PL_PM2:Req_Wait to PL_PM3:Connected

This transition shall occur after a Connection Opened confirmation is received.

8.2.3.3.8 Transition PL_PM2:Req_Wait to PL_PM4:Wait_For_Close

This transition shall occur after one of the following confirmations is received:

8.2

8.2

If t
cO
int

If t
CO
no

Ot

If the protocol for the connection is SSP, and this state’is in an SSP target port, and the value in the g

INA
int

If the protocol for the connection is(SSP, and this state is in an SSP target port, and the value in the B
cTiviTy TIME LIMIT field in the Disconnect-Reconnect mode page (see 10.2.6.1) is zero, then this state shall

INA
no

Ot

If g
stg

If this state-receives a Tx Frame message, this state shall send a Tx Frame request to the link layer. T

fol

al _an ﬁpnn Eailed (ﬂpnn Timeout ﬂnmlrrnd); or

b) an Open Failed (Port Layer Request).
.3.4 PL_PM3:Connected state

.3.4.1 PL_PM3:Connected state description

ne protocol for the connection is SSP, and this state is in an SSP target port, and theyalue in the MAXIM
NNECT TIME LIMIT field in the Disconnect-Reconnect mode page (see 10.2.6.1) is not'zero, then, upon er]
D this state, this state shall:

a) create a Maximum Connect Time Limit timer;
b) initialize the Maximum Connect Time Limit timer; and
c) start the Maximum Connect Time Limit timer.

ne protocol for the connection is SSP, and this state is in an SSP target port, and the value in the MAXIM

create a Maximum Connect Time Limit timer (i.e., there is neymaximum connect time limit).

ner SAS ports may implement a Maximum Connect Time Limit timer in a vendor-specific manner.

cTivITY TIME LIMIT field in the Disconnect-Reconnectmode page (see 10.2.6.1) is not zero, then, upon er]
D this state, this state shall:

a) create a Bus Inactivity Time Limit timer;
b) initialize the Bus Inactivity Time Limit'timer; and
c) not start the Bus Inactivity Time Limit timer.

create a Bus Inactivity Time-Eimit timer (i.e., there is no maximum bus inactivity time limit).
ner SAS ports may implement a Bus Inactivity Time Limit timer in a vendor-specific manner.

L Bus Inactivity Time“Limit timer has been created and this state receives a Tx Frame message, then t
te shall:

a) stop the’Bus Inactivity Time Limit timer, if it is running; and
b) initialize~the Bus Inactivity Time Limit timer.

owing@arguments from the Tx Frame message shall be included with the Tx Frame request:

UM
try

UM

NNECT TIME LIMIT field in the Disconnect-Reconnect mode page.{see 10.2.6.1) is zero, then this state shall

us
try

us

his

a)y the frame to be transmitted; and

Fo

b) if this state is in an SSP port, Balance Required or Balance Not Required.

r STP connections, this state connects the STP transport layer to the STP link layer.

If a Bus Inactivity Time Limit timer has been created and this state receives an ACK Received or NAK
Received confirmation, then this state shall start the Bus Inactivity Time Limit timer. If the Bus Inactivity Time
Limit timer expires before this state receives a Tx Frame message, then this state shall send a Close
Connection request to the link layer.

If a Maximum Connect Time Limit timer has been created and this state receives an ACK Received or NAK
Received confirmation, then this state shall check the Maximum Connect Time Limit timer. If the Maximum
Connect Time Limit timer has expired, then this state shall send a Close Connection request to the link layer.
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If this state receives a Tx Frame message after sending a Close Connection request but before receiving a
Connection Closed confirmation, then this state shall send a Retry Frame message to the PL_OC state

machine.

If this state receives a Frame Received confirmation, then this state shall send a Frame Receiv
confirmation to the transport layer. The confirmation shall include the arguments received with t
confirmation (e.g., the frame).

If this state receives an ACK Transmitted confirmation, then this state shall send an ACK Transmitt
confirmation to the transport layer.

If this state receives a Frame Transmitted confirmation, then this state shall send a Transmission _Sta
(Ftfame Transmitted) confirmation to the transport layer.

ed
he

ed

us

If this state receives an ACK Received confirmation, then this state shall send a Transmission (Status (ACK

Rdceived) confirmation to the transport layer.

If this state receives a NAK Received confirmation, then this state shall send a Transmission Status (NAK

Rdceived) confirmation to the transport layer.

If this state receives an ACK/NAK Timeout confirmation, then this state shall send*a Transmission Sta
(ACK/NAK Timeout) confirmation to the transport layer.

us

If this state receives a Close Connection message from the PL_OC state machine, then this state shall send a

Clgse Connection request to the link layer.

If {his state receives a Connection Closed confirmation after sending a Transmission Status (Fra
Transmitted) confirmation, but before this state receives an ACK Received or NAK Received confirmati
then this state shall send a Transmission Status (Connection-test Without ACK/NAK) confirmation to
trapsport layer.

If this state receives a Connection Closed confirmation after sending a Transmit Frame request but bef
regeiving a Frame Transmitted confirmation, then this state shall send a Retry Frame message to the PL_
stdte machine.

If this state receives a Credit Timeout confirmatioh; then this state shall send a Retry Frame message to
PL| OC state machine.

A Retry Frame message shall include the-fellowing arguments from the Tx Frame message:

a) initiator bit;

b) protocol;

C) connection rate;

d) initiator connection tag;
e) destination SAS address;
f) source SAS address; and
g) frame.

If this state receijyes’ a DONE Received (ACK/NAK Timeout) or DONE Transmitted, then this state shall se
a Disable Tx Frames message to the PL_OC state machine.

If this state~receives a Connection Closed confirmation, then this state shall send a Connection Clog
megssage/to the PL_OC state machine. If this state receives a Connection Closed confirmation during an S
copnection, this state shall send a Connection Closed confirmation to the transport layer.

ne
bN,
he

bre
DC

he

nd

ed
VP

If this state receives a HARD_RESET Received confirmation, then this state machine shall terminate
operations.

8.2.3.4.2 Transition PL_PM3:Connected to PL_PM1:Idle

This transition shall occur after:

a) a Connection Closed message is sent to the PL_OC state machine; or
b) all operations are terminated after a HARD RESET Received confirmation is received.

all
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8.2.3.5 PL_PM4:Wait_For_Close state

8.2.3.5.1 PL_PM4:Wait_For_Close state description

After this state receives a Connection Closed confirmation, and if this state was entered as the result of the
PL_PM2:Req_Wait state receiving an Open Failed (Open Timeout Occurred) confirmation, then this state
shall send a Retry Open (Open Timeout Occurred) message to the PL_OC state machine. The Retry Open
message shall include the following arguments:

a) initiator bit set to the value received with the Tx Open message;

If this state receives a Connection Closed confirmation during an SMP connection this state shall sen

Co

Af
PL
PL
La]

Th

If t

8.2
Th

b) protocol set to the value received with the Tx Open message;

c) connection rate set to the value received with the Tx Open message;

d) initiator connection tag set to the value received with the Tx Open message;

e) destination SAS address set to the value received with the Tx Open message;

f) source SAS address set to the value received with the Tx Open message;

g) pathway blocked count argument set to the value received with the Tx Open message; and
h) arbitration wait time set to the value of the Arbitration Wait Time timer.

nnection Closed confirmation to the transport layer.

| PM2:Req_Wait state received an Open Failed (Port Layer Request) confirmation (i.e., as the result of
| PM2:Req_Wait state sending a Stop Arb request), then this state shall*send an Unable to Connect (P
yer Request) message to the PL_OC state machine.

e Unable To Connect message shall include the following arguments:

a) initiator connection tag set to the value received with.the Tx Open message;
b) destination SAS address set to the value receivedwith the Tx Open message; and
c) source SAS address set to the value received with the Tx Open message.

his state receives a HARD_RESET Received confirmation, then this state shall terminate all operations.

.3.5.2 Transition PL_PM4:Wait_For_Close<to PL_PM1:ldle
s transition shall occur after:

a) a Retry Open or Unable To Cenhect message is sent to the PL_OC state machine; or
b) all operations are terminated after a HARD RESET Received confirmation is received.

1l a

er this state receives a Connection Closed confirmation, and if this\state was entered after fhe

he
ort
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9 Transport layer

9.1 Transport layer overview

The transport layer defines frame formats. Transport layer state machines interface to the application layer
and port layer and construct and parses frame contents. For SSP, the transport layer only receives frames
from the port layer that are going to be ACKed by the link layer.
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9.2 SSP transport layer

9.2.1 SSP frame format

Table 91 defines the SSP frame format.
Table 91 — SSP frame format

Byte\Bit 7 6 5 4 3 2 1 0
g FRAMETRE
1 (MSB)
HASHED DESTINATION SAS ADDRESS
3 (LsB)
4 Reserved
5 (MSB)
HASHED SOURCE SAS ADDRESS
7 (LSB)
8 Reserved
9 Reserved
10 Reserved RETRANSMIT | Reserved
11 Reserved NUMBER OF FILL BYTES
12 Reserved
13
Reserved
15
16 (MSB)
TAG
17 (LSB)
18 (MSB)
TARGET PORT TRANSFER TAG
19 (LSB)
20 (MSB)
DATA OFFSET
23 (LSB)
24
INFORMATION UNIT
m
Fill bytes, if needed
n-3 (MSB)
CRC

n (LSB)
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Table 92 defines the FRAME TYPE field, which defines the format of the INFORMATION UNIT field.
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Table 92 — FRAME TYPE field
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Information
Code Name of frame Information unit Originator unit size Reference
(bytes)
01h DATA frame Data SSP initiator port or | 4 1 g4 9.2.2.4
SSPtarget-port
05h XFER_RDY frame Transfer ready SSP target port 12 9.24.3
06h COMMAND frame Command SSP initiator port 28 to 284 9.24.1
07h RESPONSE frame Response SSP target port 24101024 9.2.45
16h TASK frame Task management | - gqp jisiator port 28 9.2.4.2
function
HOh - FFh Vendor specific
All others Reserved
The HASHED DESTINATION SAS ADDRESS field contains the hashed value (see 4.2.3) of the destination SAS

ad

Th
an

Th
se
fai

Th
CR
oth

Th
ma

Fo
[

transmitting COMMAND ,or FTASK frames to different LUNs in the same SSP target port; it may reuse a

wh
de
SA
fral

Fo
co

Th

fress. See 9.2.6.2.5 and 9.2.6.3.2 for transport layer requirements on checking this field.

0 9.2.6.3.2 for transport layer requirements on checking this field.

P RETRANSMIT bit is set to one for RESPONSE frames under certain conditions (see 9.2.4.5) and shall
to zero for all other frame types. This bit indicates .the“frame is a retransmission after the SSP target p
ed in its previous attempt to transmit the frame.

P NUMBER OF FILL BYTES field indicates the numiber of fill bytes between the INFORMATION UNIT field and
C field. The NUMBER OF FILL BYTES field shall be set to zero for all frame types except DATA frames (i.e.,
er frame types are already four-byte aligned).

e TAG field contains a value that allows-the SSP initiator port to establish a context for commands and t3
nagement functions.

 COMMAND and TASK frames, the SSP initiator port shall set the TAG field to a value that is unique for
[ nexus established by the-connection (see 7.12). An SSP initiator port shall not reuse the same tag wh

en transmitting frames-to different SSP target ports. The TAG field in a COMMAND frame contains the
ined in SAM-3. The\TAG field in a TASK frame does not correspond to a SAM-3 tag, but corresponds to
M-3 association (see 10.2.1). The tag space used in the TAG fields is shared across COMMAND and TA
mes (e.g., if adag is used for a COMMAND frame, it is not simultaneously used for a TASK frame).

I DATA, - XEER_RDY, and RESPONSE frames, the SSP target port shall set the TAG field to the tag of
mmand or task management function to which the frame pertains.

e(TARGET PORT TRANSFER TAG field provides an additional optional method for an SSP target port

F HASHED SOURCE SAS ADDRESS field contains the hashed value of the source SAS address. See 9.2.6.P.

he
all

sk

to

es

s oY [y - " L H PATA It H ) [P NS SN/ L
AUTISTT a4 WITTLE Udlad CUTIITAT WITITTT TTUTIVITTY UATA TTAITICS WIHHT TU TTas TITUTUPIC ATTEIX_NU'T 1TAll

es

outstanding. SSP target ports may set the TARGET PORT TRANSFER TAG field to any value when transmitting a
frame. SSP target ports that use this field should set the field in every XFER_RDY frame to a value that is
unique for the L_Q portion of the |_T_L_Q nexus.

SSP initiator ports shall set the TARGET PORT TRANSFER TAG field as follows:

a) For each DATA frame that is sent in response to a XFER_RDY frame, the SSP initiator port shall s

et

the TARGET PORT TRANSFER TAG field to the value that was in the corresponding XFER_RDY frame;

b)
set the TARGET PORT TRANSFER TAG field to FFFFh; and

For each DATA frame that is sent containing first burst data (see 9.2.2.4), the SSP initiator port shall
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Fo

c) For frames other than DATA frames, the SSP initiator port shall set the TARGET PORT TRANSFER TAG
field to FFFFh.

r DATA frames, the DATA OFFSET field is described in 9.2.2.4. For all other frame types, the DATA OFFSET

field shall be ignored.

Th

e INFORMATION UNIT field contains the information unit, the format of which is defined by the FRAME TYPE

field. The maximum size of the INFORMATION UNIT field is 1 024 bytes, making the maximum size of the frame
1 052 bytes (1 024 bytes of data + 24 bytes of header + 4 bytes of CRC).

Fillbytes shall be included after the INcoRMATION UNIT field so the CRC field is ¢ od-on-afour byte boundary.
The number of fill bytes are indicated by the NUMBER OF FILL BYTES field. The contents of the fill bytes.are
vepdor specific.
The cRrc field contains a CRC value (see 7.5) that is computed over the entire SSP frame prior totthe"CRc field
indluding the fill bytes (i.e., all data dwords between the SOF and EOF). The crc field is checked by the [jnk
layler (see 7.16), not the transport layer.
9.2.2 Information units
9.2.2.1 COMMAND information unit
Taple 93 defines the command IU. The COMMAND frame is sent by an SSR\initiator port to request that a
conmand be processed by a device server in a logical unit.
Table 93 — COMMAND informatiop-unit
Byte\Bit 7 6 5 4 3 2 1 0
0 (MSB)
LOGICAILUNIT NUMBER

7 (LSB)

8 Reserved

9 Reserved TASK ATTRIBUTE

10 Reserved

11 ADDITIONAL CDB LENGTH (n dwords) Reserved

12

CDB
27
28
ADDITIONAL CDB BYTES
27+nx4

TheLeGIicAL UNIT NUMBER field contains the address of the logical unit. The structure of the logical unit number
field—shat-beasdefimedimSAM=-31f-theaddressedtogicattmitdoesnot-existthetaskmamager-shatt-fottow

the rules for selection of invalid logical units defined in SAM-3.
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The TASK ATTRIBUTE field is defined in table 94.

Table 94 — TASK ATTRIBUTE field

Code Task attribute Description
Requests that the task be managed according to the rules for a
000b SIMPLE simple task attribute (see SAM-3).
001b HEAD OF OUEUE Requests that the task pe managed according to the rules for a
rneaa O gueue lask dllibute (Ssee SAIVI-S).
Requests that the task be managed according to the rules foran
010b ORDERED ordered task attribute (see SAM-3).
011b Reserved
100b ACA Requests that the task be managed according to thejrules for an
automatic contingent allegiance task attribute (see¢ SAM-3).
101b-111b | Reserved

Th

Th
un
CL
BY

Th

£ ADDITIONAL CDB LENGTH field contains the length in dwords (four bytes) of th€ ADDITIONAL cDB field.

e contents of the CDB are defined in the SCSI command standards (e.g., SPC-3).

.4.2.2 TASK information unit

£ CDB and ADDITIONAL CDB BYTES fields together contain the CDB to be interpreted by the addressed logical
t. Any bytes between the end of the CDB and the end of the two fields’shall be ignored (e.g., a six-byte
B occupies the first six bytes of the cps field; the remaining ten byt€s are ignored; and the ADDITIONAL QDB
[ES field is not present).

Table 95 defines the task management function IU. TheSTASK frame is sent by an SSP initiator port to request
that a task management function be processed by aitask manager in a logical unit.
Table 95 —\TASK information unit
Byte\Bit 7 6 5 4 3 2 1 0
0 (MSB)
LOGICAL UNIT NUMBER
7 (LSB)
8 Reserved
9 Reserved
10 TASK MANAGEMENT FUNCTION
11 Reserved
12 (MSB)
TAG OF TASK TO BE MANAGED
13 (LSB)
14
Reserved
27

The LOGICAL UNIT NUMBER field contains the address of the logical unit. The structure of the logical unit number
field shall be as defined in SAM-3. If the addressed logical unit does not exist, the task manager shall return a
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RESPONSE frame with the DATAPRES field set to RESPONSE_DATA and its RESPONSE CODE field set to
INVALID LOGICAL UNIT.

Table 96 defines the TASK MANAGEMENT FUNCTION field.

Table 96 — Task management functions

Uses
Uses
TAG OF
Task LOGICAL | o 16
Code management UNIT - Description
function NUMBER
field | MANAGED
field
The task manager shall perform the ABORTFASK task
management function with L set to the valug of the
Oth ABORT TASK yes yes LOGICAL UNIT NUMBER field and Q set to'the value of the
TAG OF TASK TO BE MANAGED field (see\SAM-3).
ABORT TASK The task manager shall_perfo_rm the ABORT TASK SET
02h yes no task management function with L set to the value of the
SET !
LOGICAL UNIT NUMBER field-(see SAM-3).
CLEAR TASK The task manager shall_perfqrm the CLEAR TASK SET
04h yes no task management function with L set to the value of the
SET .
LOGICAL UNIT NUMEER field (see SAM-3).
The task manager shall perform the LOGICAL UNIT
LOGICAL . .
08h yes no RESET task'management function with L set to the valug
UNIT RESET )
of the LOGICAL UNIT NUMBER field (see SAM-3).
20h Reserved 2
The task manager shall perform the CLEAR ACA task
40h CLEAR ACA yes no management function with L set to the value of the
LOGICAL UNIT NUMBER field (see SAM-3).
The task manager shall perform the QUERY TASK task
management function with L set to the value of the
80h QUERY TASK | yes yes LOGICAL UNIT NUMBER field and Q set to the value of the
TAG OF TASK TO BE MANAGED field (see SAM-3).
All others | Reserved

? The TARGET RESET task management function defined in SAM-3 is not supported.

If 1
RH
MA

If 1

sp

ASK MANAGEMENT FUNCTION contains a reserved or unsupported value, the task manager shall retur
SPONSE frame with the DATAPRES field set to RESPONSE_DATA and its RESPONSE CODE field set to TA
ANAGEMENT FUNCTION NOT SUPPORTED.

ASK MANAGEMENT FUNCTION is set to ABORT TASK or QUERY TASK, the TAG OF TASK TO BE MANAGED fi

h a
5K

eld

peifies the TAG value from the COMMAND frame that contained the task to be aborted or checked. For|

all

other task management functions, the TAG OF TASK TO BE MANAGED field shall be ignored.
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Table 97 defines the transfer ready IU. The XFER_RDY frame is sent by an SSP target port to request write
data from the SSP initiator port.

Table 97 — XFER_RDY information unit

Byte\Bit 7 6 5 4 3 2 1 0

0 (MSB)

REQUESTED OFFSEI
3 (LSB)
4 (MSB)

WRITE DATA LENGTH
7 (LSB)
8

Reserved

11

Th

inifiator port may transmit to the logical unit (using DATA frames). The requested offset shall be a multiplg

fol
sh
Dis
In

va
ad
pre
Th
thd
tar|
thd
se
10

If

by
the

=

9.2

Ta

by
an

P REQUESTED OFFSET field contains the application client buffer offset of the)segment of write data the S
r (i.e., each DATA frame shall begin transferring data on a dword beundary). The REQUESTED OFFSET fi

connect-Reconnect mode page (see 10.2.6.1.5) is not set to.Zero.

he initial XFER_RDY frame for a given command, the SSR:target port shall set the requested offset to
ue indicated by the FIRST BURST SIZE field in the Disconriect-Reconnect mode page (see 10.2.6.1.5). If 8
ditional XFER_RDY frames are required, the REQUESTED OFFSET field shall be set to the value of {
vious XFER_RDY frame’s requested offset plus the\previous XFER_RDY frame’s write data length.

P WRITE DATA LENGTH field contains the number@f bytes of write data the SSP initiator port may transmi
logical unit (using DATA frames) from the application client buffer starting at the requested offset. The S
pet port shall set the WRITE DATA LENGTH field to a value greater than or equal to 00000001h. If the valug
MAXIMUM BURST SIZE field in the Disconnect-Reconnect mode page is not zero, the SSP target port sh
the WRITE DATA LENGTH field to a valpeé less than or equal to the value in the MAXIMUM BURST SIZE field (s
2.6.1.4).

In SSP target port transmits"a XFER_RDY frame containing a WRITE DATA LENGTH field that is not divisi
four, the SSP target port §hall not transmit any subsequent XFER_RDY frames for that command (i.e., 0
last XFER_RDY for & command may request a non-dword multiple write data length).

.2.4 DATA information unit

ble 98 defingSdhe data IU. The DATA frame is sent by an SSP initiator port to deliver write data and is s
an SSP target port to deliver read data. The maximum size of the data IU is the maximum size of any IU
SSP frame (see 9.2.1). The minimum size of the data IU is one byte.

Table 98 — DATA information unit

SP
of
eld

all be zero for the first XFER_RDY frame of a command unless the FIRST BURST SIzE field in the

he

\ny
he

SP
in
all

ble
nly

U

n

Th
An

Byte\Bit 5 7 3

0

DATA
n-1

e DATA field contains the read or write data.
SSP initiator port shall only transmit a DATA frame:

a) inresponse to an XFER_RDY frame; or
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b) after transmitting a COMMAND frame if the FIRST BURST SIZE field in the Disconnect-Reconnect mode
page is not zero (see 10.2.6.1.5).

If the value in the MAXIMUM BURST sIzE field on the Disconnect-Reconnect mode page is not zero, the
maximum amount of data that is transferred at one time by an SSP target port per |_T_L_Q nexus is limited by
the value in the MAXIMUM BURST SIZE field (see 10.2.6.1.4).

The DATA frame shall only contain write data for a single XFER_RDY frame.

If an SSP target port transmits a DATA frame containing a non-zero value in the NUMBER OF FILL BYTES field in
theframe-header (cnn 92 1), the SSP target port shall not transmit any. Qllhcnqllnnf DATA frames for that
command (i.e., only the last read DATA frame for a command may have data with a length that is_hat a
multiple of four).

An| SSP initiator port may set the NUMBER OF FILL BYTES field to a non-zero value in the last DATA ftrame that it
transmits in response to a XFER_RDY. An SSP initiator port shall set the NUMBER OF FILL BYTES field in the
frame header (see 9.2.1) to zero in all other DATA frames that it transmits.

NOTE 24 - Combined with the restrictions on WRITE DATA LENGTH in the XFER_RDY frame\(see 9.2.2.3),
this ensures that only the last write DATA frame for a command may have data with a length that is not a
multiple of four).

An SSP initiator port shall not transmit a DATA frame for a given |_T_L_@ nexus after it has sent a TABK
frame that terminates that task (e.g., an ABORT TASK).

The DATA OFFSET field in the frame header (see 9.2.1) contains the application client buffer offset as descriled
by[SAM-3. The data offset shall be a multiple of four (i.e., each DATA frame shall transfer data beginning op a
dword boundary).

The initial read DATA frame for a given command shall set the\DATA OFFSET field to zero. If any additional rgad
DATA frames are required, the DATA OFFSET field shall be, set to the value of the previous read DATA framg’s
daja offset plus the previous read DATA frame’s data length.

The initial write DATA frame for a given command shall set the DATA OFFSET field to zero. If any additional wfite
DATA frames are required, the DATA OFFSET field'shall be set to the value of the previous write DATA framge’s
daja offset plus the previous write DATA frame’s data length.

9.2.2.5 RESPONSE information unit

9.2.2.5.1 RESPONSE information unit overview

Table 99 defines the response(|U. The RESPONSE frame is sent by an SSP target port to deliver SCSI stafus
(e.g., GOOD or CHECK CONDITION) and sense data, or to deliver SSP-specific status (e.g., illegal frame
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format). The maximum size of the RESPONSE frame is the maximum size of any IU in an SSP frame (see

9.2.1).
Table 99 — RESPONSE information unit
Byte\Bit 7 6 5 4 3 2 1 0
0
Reserved
9
10 Reserved DATAPRES
11 STATUS
12
Reserved
15
16 (MSB)
SENSE DATA LENGTH (n bytes)
19 (LSB)
20 (MSB)
RESPONSE DATA LENGTHNm bytes)
23 (LSB)
24
RESPONSE DATA
23+m
24+m
SENSE DATA
23+m+n
Table 100 defines the DATAPRES field;»which indicates the format and content of the STATUS field, SENSE DA
LENGTH field, RESPONSE DATA LENGTH field, RESPONSE DATA field, and SENSE DATA field.
Table 100 — DATAPRES field
Code Name Description Reference
Q0b NO_DATA No data present 9.2.25.2
01b RESPONSE_DATA | Response data present 9.2.25.3
10b SENSE_DATA Sense data present 9.2.254
11b Reserved

TA

The SSP target port shall return a RESPONSE frame with the DATAPRES field set to NO_DATA if a command
completes without sense data to return.

The SSP target port shall return a RESPONSE frame with the DATAPRES field set to RESPONSE_DATA in
response to every TASK frame and in response to errors that occur while the transport layer is processing a
COMMAND frame.

The SSP target port shall return a RESPONSE frame with the DATAPRES field set to SENSE_DATA if a
command completes with sense data to return (e.g., CHECK CONDITION status).

If the DATAPRES field is set to a reserved value, then the SSP initiator port shall discard the RESPONSE frame.
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9.2.2.5.2 RESPONSE information unit NO_DATA format
If the DATAPRES field is set to NO_DATA, then:

a) the sTATUS field shall contain the status code for a command that has ended (see SAM-3 for a list of

status codes);

b) the SENSE DATA LENGTH field and the RESPONSE DATA LENGTH field shall be set to zero and shall be
ignored by the SSP initiator port; and

c) the seNSE DATA field and the RESPONSE DATA field shall not be present.

9.2.2.5.3 RESPONSE information unit RESPONSE_DATA format
If the DATAPRES field is set to RESPONSE_DATA, then:

Ta
du

p

a) the sTATUs field and the SENSE DATA LENGTH field shall be set to zero and shall be ignored by the S§
initiator port;

b) the SENSE DATA field shall not be present;

c) the RESPONSE DATA LENGTH field shall be set to four. Other lengths are reservedfox, future standard
ization; and

d) the RESPONSE DATA field shall be present.

5P

Ta
tag

ble 101 defines the RESPONSE DATA field, which contains information describing protocol failures detected
ing processing of a request received by the SSP target port. The RESPQNSE DATA field shall be present if
thg SSP target port detects any of the conditions described by a non-zerotRESPONSE CODE value and shall|be
resent for a RESPONSE frame sent in response to a TASK frame.
Table 101 — RESPONSE DATA{ield
Byte\Bit 7 6 5 4 3 2 1 0
0 Reserved
1 Reserved
2 Reserved
3 RESPONSE CODE
ble 102 defines the RESPONSE CODE field, which indicates the error condition or the completion status df a
k management function. See:10.2.1.5 and 10.2.1.13 for the mapping of these response codes to S¢SI

se

vice responses.
Table 102 — RESPONSE CODE field

Code Description
Q0h TASK MANAGEMENT FUNCTION COMPLETE @
02h INVALID FRAME
04h TASK MANAGEMENT FUNCTION NOT SUPPORTED 2
O5h TASK MANAGEMENT FUNCTION FAILED ©
08h TASK MANAGEMENT FUNCTION SUCCEEDED @
09h INVALID LOGICAL UNIT NUMBER 2
All others | Reserved
& Only valid when responding to a TASK frame
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9.2.2.5.4 RESPONSE information unit SENSE_DATA format
If the DATAPRES field is set to SENSE_DATA, then:

a) the sTATUS field shall contain the status code for a command that has ended (see SAM-3 for a list of
status codes);

b) the RESPONSE DATA LENGTH field shall be set to zero and shall be ignored by the initiator;

c) the RESPONSE DATA field shall not be present;

d) the SENSE DATA LENGTH field shall be set to a non-zero value indicating the number of bytes in the
SENSE DATA field. The value in the SENSE DATA LENGTH field shall not be larger than 1 000 (see table
92); and

e) the seNsSE DATA field shall contain sense data (see SAM-3).

9.24.3 Sequences of SSP frames

I
o

igure 109, figure 110, figure 111, and figure 112 show examples of the sequences of frames\for single task
management functions and commands. Frames may be interleaved in any order when,multiple commands
and/or task management functions are outstanding. Frames may be transmitted during one or more
copnections (e.g., the COMMAND frame could be transmitted in a connection originated by the SSP initigtor
port, and the DATA frames and RESPONSE frame transmitted in one or more cannections originated by the
SYP target port). RESPONSE frames may be returned in any order (i.e., the order in which TASK frames gnd
COMMAND frames are sent has no effect on the order that RESPONSE frames are returned).

Fi

>

QK

ure 109 shows the sequence of SSP frames for a task management-function, including the transpprt

prgtocol services (see 10.2.1) invoked by the SCSI application layer.
SSP initiator port SSP target port
Send Task Task
Management TASK frame ’ Management
Request () Request
Received ()
Received Task <€RESPONSE frame— Task
Management Management
Function Function
Executed, () Executed ()
time ¥ ¥ time

Figure 109 — Task management function sequence of SSP frames
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Figure 110 shows the sequence of SSP frames for a write command, including the transport protocol services
(see 10.2.1) invoked by the SCSI application layer.

Fig
(s€

SSP initiator port SSP target port
Send SCSI ——COMMAND frame—» | sCcS| Command Received ()
Command ()
<4-XFER_RDY frame/—— | Receive Data Out () SSP target port
SCTTUS
_ SSP XFER_RDY
initiator port frames and
repliesto receives DATA
XEER_RDY frames until<all
with one or . write data has
more DATA Data Out Received () W%
IUs transferred
Command
Com_plete RESPONSE fram Send Command Cojriplete ()
Received ()
time ¥ Y time

Figure 110 — Write command sequencé.of SSP frames

ure 111 shows the sequence of SSP frames for a read command, including the transport protocol servig

e 10.2.1) invoked by the SCSI application layer.
SSP initiator port SSP.target port
send SCS —COMMAND frafoe— SCSI Command Received ()
Command ()
Send Data In () SSP target
. port sends
Data In Delivered () DATA frames
until all read
data has been
transferred
Command
Complete <4-RESPONSE frame— Send Command Complete ()
Reeeived ()
time Y Y time

Figure 111 — Read command sequence of SSP frames

es
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SSP initiator port SSP target port
Send SCSI
COMMAND frame——p '
Command () SCSI Command Received ()
<4-XFER_RDY frameﬁ!ﬁ&r Receive Data Out () SSP target
I port sends
SSP . ‘J ‘ XFER_RD
initiator port DATA frame > Y frames
replies to . \‘ D until all
. . 8SP target
XFER_RDY \ J . | Data Out Received () Write data ortg
with one or o \ . has beeri chzoses
more DATA . transfetred how to
IUs °
interleave
Send Data In () SSP target  Write data
and read
Data In Delivergdy)" Port sends
V" DaTA data
frames until
all read data
has been
|| . transferred
Command \\j/
Complete  ¢——RESPONSE frame——— | “Send Command Complete ()
Received ()
time Y Y time

9.32.4 SSP transport layer handling of link layer errors

9.2.4.1 COMMAND frame

thd
to

was NAKed onlost and may reuse the tag (see 10.2.2).

9.2.4.2 TASK frame
If an-SSP initiator port transmits a TASK frame and does not receive an ACK or NAK (e.g., times out, or

Figure 112 — Bidirectienal command sequence of SSP frames

If gn SSP initiator port transmits 'a COMMAND frame and does not receive an ACK or NAK (e.g., times out
connection is broken) it'shall transmit a QUERY TASK task management function in the next connect
determine whether.the command was received. If QUERY TASK returns a TASK MANAGEME
FUNCTION SUCCEEDED response, the SSP initiator port shall assume the COMMAND frame was ACK
If QUERY TASK returns a TASK MANAGEMENT FUNCTION COMPLETE response, and a RESPON
frame has not yet.been received for that |_T_L_Q nexus, the SSP initiator port shall assume the commdg

connection 1S broken) It shall retransmit the TASK frame In a new connection (see 10.2.2).

9.2.4.3 XFER_RDY frame
If an SSP target port transmits an XFER_RDY frame and does not receive an ACK or NAK (e.g., times out, or
the connection is broken), it shall close the connection with DONE (ACK/NAK TIMEOUT) and return a
CHECK CONDITION status for that command with a sense key of ABORTED COMMAND and an additional
sense code of ACK/NAK TIMEOUT (see 10.2.3).

Figure 112 shows the sequence of SSP frames for a bidirectional command, including the transport protocol
services (see 10.2.1) invoked by the SCSI application layer.

or

on
NT
bd.
SE
nd

he


https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

14776-150 © ISO/IEC:2004(E) 295

If an SSP target port transmits an XFER_RDY frame and receives a NAK, it shall return a CHECK
CONDITION status for that command with a sense key of ABORTED COMMAND and an additional sense
code of NAK RECEIVED (see 10.2.3).

9.2.4.4 DATA frame

If an SSP target port transmits a DATA frame and does not receive an ACK or NAK (e.qg., times out, or the
connection is broken), it shall close the connection with DONE (ACK/NAK TIMEOUT) and return a CHECK

CONDITION status for that command with a sense key of ABORTED COMMAND and an additional sense
codeof ACK/NAK TIMEQUT. (enn 102 ’2)

If gn SSP target port transmits a DATA frame and receives a NAK, it shall return a CHECK CONDITION status
foq that command with a sense key of ABORTED COMMAND and an additional sense code of NAK
RECEIVED (see 10.2.3).

If an SSP initiator port transmits a DATA frame and does not receive an ACK or NAK (e.g., timés out, or the
cofnection is broken), it shall abort the command (see 10.2.2).

If gn SSP initiator port transmits a DATA frame and receives a NAK, it shall abort the command (see 10.2.2).

~

9.2.4.5 RESPONSE frame

If gn SSP target port transmits a RESPONSE frame and does not receive anACK or NAK (e.g., times out) or
thg connection is broken), it shall try transmitting the RESPONSE frame again in a new connection. It shall{do
this at least one time. The RETRANSMIT bit shall be set to one on each ofthe retries (see 9.2.6.3.3.8).

If @n SSP target port transmits a RESPONSE frame and receives a NAK, it shall retry transmitting {he
RESPONSE frame at least one time (see 9.2.6.3.3.8).

If an SSP initiator port receives a RESPONSE frame with a-RETRANSMIT bit set to one, and it has previously
re¢eived a RESPONSE frame for the same |_T_L_Q nexus;’it shall discard the extra RESPONSE frame. |f it
hap not previously received the RESPONSE framejdtishall treat it as the valid RESPONSE frame (dee
10{2.2).

9.3.5 SSP transport layer error handling

9.2.5.1 SSP target port error handling

If an SSP target port receives an XFER ™ RDY frame or an unsupported frame type, it shall discard the frame
(sqe 9.2.6.3.2).

If an SSP target port receives@ COMMAND frame and:

a) the frame is too shortto contain a LUN field;
b) the frame is tog:short to contain a CDB; or
c) the ADDITIONAL'CDB LENGTH field indicates the frame should be a different length,

thg SSP target port’shall return a RESPONSE frame with the DATAPRES field set to RESPONSE_DATA gnd
thg RESPONSE 'CODE set to INVALID FRAME (see 9.2.6.3.3.8).

If an SSP target port receives a TASK frame that is too short, it shall return a RESPONSE frame with the

CONDITION status with a sense key of ABORTED COMMAND and an additional sense code of
OVERLAPPED COMMANDS DETECTED (see 10.2.1.3).

If an SSP target port receives a TASK frame with a tag that is already in use, it may return a RESPONSE
frame with the DATAPRES field set to RESPONSE_DATA and the RESPONSE CODE set to INVALID FRAME (see
9.2.6.3.2).

If an SSP target port receives a DATA frame with an unknown tag, it shall discard the frame (see 9.2.6.3.2).

If an SSP target port receives a DATA frame that does not contain first burst data and for which there is no
XFER_RDY frame outstanding, it shall discard the frame (see 9.2.6.3.2).
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If an SSP target port receives a TASK frame with an unknown logical unit number, it shall return a
RESPONSE frame with the DATAPRES field set to RESPONSE_DATA and the RESPONSE CODE set to INVALID
LOGICAL UNIT (see 9.2.6.3.2).

If an SSP target port receives a COMMAND frame or TASK frame with a target port transfer tag set to a value
other than FFFFh, it may return a RESPONSE frame with the DATAPRES field set to RESPONSE_DATA and
the RESPONSE CODE set to INVALID FRAME (see 9.2.6.3.2).

If an SSP target port is using target port transfer tags and it receives a DATA frame with an unknown target
port transfer tag, it shall discard the frame (see 9.2.6.3.3).

If zln SSP target port receives a DATA frame with a data offset that was not expected, it shall discardythat
frame and any subsequent DATA frames received for that command and, shall terminate the command-with a
CHECK CONDITION status with a sense key of ABORTED COMMAND and an additional sense-codq of
DATA OFFSET ERROR (see 10.2.3).

If gn SSP target port receives a DATA frame with more write data than expected (i.e., the length of the DATA
frame extends past the end of the expected write data length), it shall discard the frapie and terminate the
command with a CHECK CONDITION status with a sense key of ABORTED COMMAND and an additiopal
sefise code of TOO MUCH WRITE DATA (see 10.2.3).

If @an SSP target port receives a zero length DATA frame, it shall discard.thie frame and terminate {he
conmand with a CHECK CONDITION status with a sense key of ABORTED,COMMAND and an additiopal
sepse code of INFORMATION UNIT TOO SHORT (see 10.2.3).

9.2.5.2 SSP initiator port error handling

If an SSP initiator port receives a COMMAND or TASK frame of'an unsupported frame type, it shall discard
thg frame (see 9.2.6.2.5).

If gn SSP initiator port receives a DATA, XFER_RDY, or RESPONSE frame with an unknown TAG field value
(including a tag for which it has sent a COMMAND orFASK frame but not yet received an ACK), it shall
digcard the frame. It may then abort the command with'that tag (see 9.2.6.2.5).

If an SSP initiator port receives an XFER_RDY frfame that is not 12 bytes long, it shall discard the framgq. It
may then abort the command (see 10.2.2).

If an SSP initiator port receives an XFER\YRDY frame in response to a command with no write data, it shall
didcard the frame. It shall then abort the.command (see 10.2.2).

If an SSP initiator port receives an XFER_RDY frame requesting more write data than expected, it shall aljort
thg command (see 10.2.2).

If an SSP initiator port receives an XFER_RDY frame requesting zero bytes, it shall abort the command (gee
10]2.2).

If an SSP initiator port' receives an XFER_RDY frame with a requested offset that was not expected, it shall
abprt the command (see 10.2.2).

If an SSP injtiator port receives a DATA frame with more read data than expected, it shall discard the frapne
anf abort the/command (see 10.2.2). It may receive a RESPONSE for the command before being abldg to
abprt the-command.

If an-SSP initiator port receives a DATA frame with zero bytes, it shall discard the frame and abort the
comman Z.Z). It may receive a
command.

If an SSP initiator port receives a DATA frame with a data offset that was not expected, it shall discard that
frame and any subsequent DATA frames received for that command and abort the command (see 10.2.2). It
may receive a RESPONSE for the command before being able to abort the command.
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9.2.6 ST (transport layer for SSP ports) state machines

9.2.6.1 ST state machines overview
The ST state machines perform the following functions:

a) receive and process transport protocol service requests and transport protocol service responses
from the SCSI application layer;

b) receive and process other SAS connection management requests from the application layer;

¢) send transport protocol service indications and transport protocol service confirmations to the SCSI
application layer;

d) send requests to the port layer to transmit frames and manage SAS connections; and

e) receive confirmations from the port layer.

The following confirmations between the ST state machines and the port layer:

a) Transmission Status; and
b) Frame Received,;

indlude the following as arguments:

a) thetag;
b) the destination SAS address; and
c) the source SAS address;

anf are used to route the confirmations to the correct ST state machineés.
9.2.6.2 ST_|I (transport layer for SSP initiator ports) state machines

9.2.6.2.1 ST_|I state machines overview
The ST _| state machines are as follows:

a) ST_ISF (initiator send frame) state machine (see 9.2.6.2.2);

b) ST_IPD (initiator process data) state machine (see 9.2.6.2.3);

c) ST_IPR (initiator process response) state machine (see 9.2.6.2.4); and
d) ST_IFR (initiator frame router) statexmachine (see 9.2.6.2.5).
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Figure 113 shows the ST_|I state machines.

ST _| (transport layer for SSP initiator ports) state machines
ST_IPR (initiator process response) ST_ISF (initiator send frame)
Send SCSI I
ST_IPR:Initiator_Process_ Command ST§IS|;1.'I:n|t|ator_
4 Response " ena_rrame
\ )
~= Command S
ved- e -——-—--———-=-— == TTe-eol
Complete Received \ : Send Task
\__ Received Task - N " \\,Management__>
Management —--fa==-=~_ | " Request ST_ISF2:Prepare_
Function - Executed : : : Command_Task
[ |
1 | — >
LI | | <
ST_IPD (initiator process data) :: :
[ | .
ST_IPD:Initiator_Process_ | | " ST_ISF3:Prepare_
Data In ' : Data_Out
= [
) ]
Delivery ; ' ] PR
[ Failure ™77 ! ]
q--------- ! N~ -Deliyepy Failure- -
y !
1 pmT e >
| : ] - —
L > = ~Transmit_
! : 1 Transmission Frame "‘\‘
: : :‘$ ;o Status %
ST_IFR (initiator frame router) 1 !« | F~——
N 1 H Cancel===<
ST_IFR:Initiator_ ) |
Frame_Router P - v
T b ACK Transmitted
- e e e e = . | --"
II Frame Received - -Data-In ArI’IVEd"’ [} : ""
] -Response Arrived” ) 1
: [ “XFER_RDY Arrived” | |||
| |
Accept_Reject S 4
4 - — OPENs ==~ Nexus H
! =< e LOSt ce=”
|\Transport BEset] ~~=Accept_Reject
--------- OPENs  ~<_
]
HARDMRESET P v N <
Received
i

Figure 113 — ST _I (transport layer for SSP initiator ports) state machines
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9.2.6.2.2 ST_ISF (initiator send frame) state machine

9.2.6.2.2.1 ST_ISF state machine overview

The ST_ISF state machine receives transport protocol service requests from the SCSI application layer,
receives XFER_RDY Arrived messages from the ST_IFR state machine, and constructs COMMAND, TASK,
or data-out DATA frames. The service request may be to process either a command or task management
function. This state machine also communicates with the port layer via requests and confirmations regarding
frame transmission, and may communicate to the ST_IPR state machine regarding service delivery

bsvstem failures
supsy

Th

Th
tral
mg

9.2

9.2

A

prq
the

fral

If t
siZ

A
TA

s state machine consists of the following states:

a) ST_ISF1:Send_Frame (see 9.2.6.2.2.2)(initial state);
b) ST _ISF2:Prepare_Command_Task (see 9.2.6.2.2.3); and
c) ST_ISF3:Prepare_Data Out (see 9.2.6.2.2.4).

s state machine shall be started when a Send SCSI Command or a Send Task Management Requ
hsport protocol service request is received from the SCSI application layer or when an*XFER_RDY Arriy
ssage is received.

.6.2.2.2 ST_ISF1:Send_Frame state

.6.2.2.2.1 State description

Bend SCSI Command transport protocol service request or a Send-Task Management Request transp
tocol service request includes the following to be used in any ©PEN address frames required to serv|
request:

a) connection rate;
b) initiator connection tag; and
c) destination SAS address.

Bend SCSI Command transport protocol servicerrequest also includes the following to be used in any S
me for the request:

a) logical unit number;

b) tag;

c) task attribute;

d) additional CDB length;
e) CDB; and

f) additional CDB bytes.

ne request is for a data-out command, then the request also includes the number of bytes for the first by
e for the logical unit,

bend Task Management Request transport protocol service request includes the following to be used in
SK frame:

a) logical unit number;
b) , tag;
¢) “task management function; and

bst
ed

ce

rst

he

d)y tag of task to he managed

If t

his state machine was started as the result of receiving an XFER_RDY Arrived message, then:

a) If an XFER_RDY frame is not expected for the command (e.g., for a read command), then this state
shall discard the frame and shall send a Delivery Failure (XFER_RDY Not Expected) message to the

ST_IPR state machine. This state machine shall terminate if it sends the message;

b) If the length of the information unit is not 12 bytes, then this state shall discard the frame and shall
send a Delivery Failure (XFER_RDY Information Unit Too Short) message or Delivery Failure
(XFER_RDY Information Unit Too Long) to the ST_IPR state machine. This state machine shall
terminate after sending the message,;
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c) If the length of the XFER_RDY information unit is 12 bytes and the write data length is zero or
exceeds the amount of data remaining to be transferred for the data-out command, then this state

shall send a Delivery Failure (XFER_RDY Incorrect Write Data Length) message to the ST_IPR state

machine. This state machine shall terminate after sending the message; or

d) If the length of the XFER_RDY information unit is 12 bytes and the requested offset is not expected,

then this state shall send a Delivery Failure (XFER_RDY Requested Offset Error) message to the
ST_IPR state machine. This state machine shall terminate after sending the message.

If this state is entered from the ST_ISF2:Prepare_Command_Task state, then this state shall send a Transmit

Frame-(Interlocked) reguest to the port laver
\ 7 | L 7

If t
(N

A

Afler sending a Transmit Frame request to the port layer this state ‘shall wait for a Transmission Sta

co
De

Fajlure message shall include:

If
stg

After receiving a Transmission Status (Frame AFransmitted) confirmation, the state machine shall expect ong

the

Ift
mé

Transmission StatuS-(ACK/NAK Timeout), or Transmission Status (Connection Lost Without ACK/NA

co
mg

If 3
(S

If 4

Transmit Frame request shall include the SSP frame and the following to be used for any QPEN addrg
frame:

his state is entered from the ST_ISF3:Prepare_Data_Out state, then this state shall send a Transmit Fra
bn-Interlocked) request to the port layer.

a) the initiator port bit set to one;

b) protocol set to SSP;

C) connection rate;

d) initiator connection tag;

e) destination SAS address; and

f) source SAS address set to the SAS address of the SSP initiator peort.

hfirmation. If the confirmation is not Transmission Status (Frame/Transmitted), then this state shall sen
livery Failure (Service Delivery Subsystem Failure) message«to,the ST _IPR state machine. The Deliv

a) any argument received with the Transmission Status_confirmation; and
b) | _T_L x nexus information (i.e., destination SAScaddress and tag);

he transmitted frame was a DATA frame, then this, state shall transition to the ST_ISF3:Prepare_Data_(
te after receiving a Transmission Status (Frame Transmitted) confirmation if there is more data to transf

following confirmations for the frame:

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

c) Transmission Status (ACK/NAK Timeout); or

d) Transmission Status (Connection Lost Without ACK/NAK).

he transmitted frame was & COMMAND frame or TASK frame requiring a data-out operation, then the st
chine shall wait to réceive a Transmission Status (ACK Received), Transmission Status (NAK Receive
hfirmation before transitioning from this state. If the transmitted frame was a DATA frame, the state mach
y transition to{ST_ISF3:Prepare_Data_Out as described in 9.2.6.2.2.2.3.

Transmission Status (NAK Received) confirmation is received, then this state shall send a Delivery Fail
ervicetDelivery Subsystem Failure - NAK Received) message to the ST_IPR state machine.

. Fransmission Status (ACK/NAK Timeout) or Transmission Status (Connection Lost Without ACK/NA

ne

bSS

us
 a

Pry

Dut

er.

of

hte
d),
K)
ne

ire

K)

co

nTirmation IS received, then this state shall send a Delivery Falilure (service Delivery subsystem Fallur

Connection Failed) message to the ST_IPR state machine.

Aft

er sending a Delivery Failure message to the ST_IPR state machine, this state machine shall terminate.

e -

This state may also send a Cancel request to the port layer to cancel a previous Transmit Frame request. A
Cancel request shall include the following arguments:

a) the destination SAS address; and
b) the tag.

This state machine shall terminate upon receipt of a Transmission Status (Cancel Acknowledge) confirmation.
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9.2.6.2.2.2.2 Transition ST_ISF1:Send_Frame to ST_ISF2:Prepare_Command_Task

This transition shall occur after receiving a Send SCSI Command or Send Task Management Request
transport protocol service request.

9.2.6.2.2.2.3 Transition ST_ISF1:Send_Frame to ST_ISF3:Prepare_Data_Out
This transition shall occur after:

a) receiving a Transmission Status (ACK Received) confirmation for a COMMAND frame for a data-out
npnrnfinn if first burst is nnnhlnd;

b) receiving an XFER_RDY Arrived message followed by an ACK Transmitted confirmation, if the
XFER_RDY frame is valid (see 9.2.6.2.2.2.1); or

c) receiving a Transmission Status (Frame Transmitted) confirmation for a Transmit Frame (Non-Inte
locked) request if the number of data bytes that has been transmitted for the request isdess than the
first burst size or the write data length specified in the XFER_RDY.

9.2.6.2.2.3 ST_ISF2:Prepare_Command_Task state

9.2.6.2.2.3.1 State description
This state shall construct either a COMMAND or TASK frame.

If the frame to be constructed is a COMMAND frame, then this state (shall include the following valyes
reg¢eived from the SCSI application layer in the frame:

a) logical unit number;

b) tag;

c) task attribute;

d) additional CDB length;
e) CDB; and

f) additional CDB bytes.

If the frame to be constructed is a TASK frame, then this state shall include the following values received frpm
thg SCSI application layer in the frame:

a) logical unit number;

b) tag;

¢) task management function; and
d) tag of task to be managed.

Thjs state shall generate and include the following values in either a COMMAND or TASK frame:

a) frame type;

b) hashed destination’ SAS address;
¢) hashed source'SAS address;

d) retransmit.bit set to zero; and

e) number ¢ffill bytes.

9.2.6.2.2.83:2 Transition ST_ISF2:Prepare_Command_Task to ST_ISF1:Send_Frame

This transition shall occur after constructing a COMMAND or TASK frame.

9.2.6.2.2.4 ST_ISF3:Prepare_Data_Out state

9.2.6.2.2.4.1 State description

This state shall construct a DATA frame. This state shall include the following values in the frame, received
either from the SCSI application layer or included in an XFER_RDY Arrived message:

a) logical unit number;

b) tag;

c) target port transfer tag;
d) data offset; and
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e) data.

This state shall generate and include the following values in the frame:

a) frame type;

b) hashed destination SAS address;
¢) hashed source SAS address;

d) retransmit bit set to zero;

e) number of fill bytes; and

f) fill bytes.

Th
If t

If
co
stg

If
mg

If t
Th

9.2
Th

.2.6.2.2.4.2 Transition ST_ISF3:Prepare_Data_Out to ST_ISF1:Send_Frame

s transition shall occur after constructing a DATA frame.

.4.6.2.3 ST_IPD (initiator process data) state machine

e ST_IPD state machine receives and processes a message from the ST_IFR state machine containin
TA frame.

s state machine consists of one state.
s state machine shall be started when a Data-In Arrived message is received.
s state shall check the length and data offset of the DATA information unit.

he length of the information unit is zero, then this state shall send acDelivery Failure (DATA Incorrect Rg

DEIIa Length) message to the ST_IPR state machine.

e length of the information unit exceeds the amount of data remaining to be transferred for the dats
mmand, then this state shall send a Delivery Failure (DATAJoo Much Read Data) message to the ST_|
te machine.

he data offset is not the expected offset, then this'state shall send a Delivery Failure (DATA Offset Erm
ssage to the ST_IPR state machine.

he DATA information unit is valid, this state shall process the data-in data.

s state machine shall terminate after sending a message or processing the data-in data.

.6.2.4 ST_IPR (initiator process tesponse) state machine

e ST_IPR state machine receives a message from the ST_IFR state machine containing a RESPON

frame or a message containing)a service delivery subsystem failure from the ST_ISF state machine. T

stg
tral

Th

Th
mg

te machine processes the RESPONSE frame or the service delivery subsystem failure and send
hsport protocol servicé confirmation to the SCSI application layer.

s state machine consists of one state.

ssage is received.

J a

ad

-in
PR

SE
his
5 a

s state machinge’shall be started when a Response Arrived message is received or a Delivery Faillire
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If a Delivery Failure message is received, this state shall send a Command Complete Received or Received
Task Management Function — Executed confirmation to the SCSI application layer with the Service Response
argument set as indicated by table 103.

Table 103 — Delivery Failure to Command Complete Received mapping

Delivery Failure argument Command Complete Received (Service Response)

Service Delivery or Target Failure - XFER_RDY

XFER_RDY Information Unit Too Short Information Unit Too Short

Service Delivery or Target Failure - XFER_RDY

XFER_RDY Information Unit Too Long Information Unit Too Long

XFER_RDY Incorrect Write Data Service Delivery or Target Failure - XFER_RDY {ngorrect
Length Write Data Length

Service Delivery or Target Failure - XFERARDY Requested

XFER_RDY Requested Offset Error Offset Error

Service Delivery or Target Failure.-~\XFER_RDY Not

XFER_RDY Not Expected Expected

Service Delivery or Target Failure - DATA Incorrect Data

DATA Incorrect Data Length Length

Service Delivery or-Target Failure - DATA Too Much Read

DATA Too Much Read Data
Data

DATA Offset Error Service Delivery or Target Failure - DATA Offset Error

Service Delivery Subsystem Failure -

NAK Received Service:Delivery or Target Failure - NAK Received

Service Delivery Subsystem Failure -

Connection Eailed Service Delivery or Target Failure - Connection Failed

If g
un

If
(S
(S
(of6]

. Response Arrived message is received, this state shall check the length of the RESPONSE informat
t.

he length of the information unit.is not correct, then this state shall send a Command Complete Receiy
brvice Response = Service Delivery or Target Failure) or Received Task Management Function — Execu
prvice Response = Service Delivery or Target Failure) confirmation to the SCSI application layer. T
nfirmation shall includé_the tag.

If

Cdmplete), Command Complete Received (Service Response = Linked Command Complete), or Receiy
Tagk Management Function — Executed (Service Response = Function Complete) transport protocol sery,

he length is correget; this state shall send a Command Complete Received (Service Response = T4

on

ed
ed
he

1Sk
ed
ce

copfirmatiafny‘The confirmation shall also include a Retransmit argument indicating the state of {he

RE[FRANSMITDIt.

Thjs,state machine shall terminate after sending a confirmation.

9.2.6.2.5 ST_IFR (initiator frame router) state machine

The ST_IFR state machine receives confirmations from the port layer and, depending on the confirmation,
may send a message to the ST_ISF, ST_IPD, or ST_IPR state machines. This state machine receives
connection information from the port layer. This state machine also receives Accept_Reject OPENSs requests

fro
Th
Th

m the SCSI application layer and sends these requests to the port layer.
is state machine consists of one state.
is state machine shall be started after:

a) an Accept_Reject OPENSs request is received;
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b) a Frame Received confirmation is received; or
c¢) aHARD_RESET Received confirmation is received.

If this state machine was started as the result of receiving an Accept_Reject OPENs (Accept SSP) or
Accept_Reject OPENs (Reject SSP) request, then this state shall send an Accept_Reject OPENSs request
along with the received argument to the port layer. This state machine shall terminate after sending an
Accept_Reject OPENS request to the port layer.

If this state machine was started as the result of a Frame Received (ACK/NAK Balanced) or Frame Received
(ACK/NAK Not Balanced) confirmation, then this state shall check the frame type in the received frame. If the

co
or

hfirmation was Frame Recelved (ACK/NAK Balanced) and the frame type Is not XFER_RDY, RESPONS
DATA, then this state machine shall discard the frame and terminate. If the confirmation wasFra

Received (ACK/NAK Not Balanced) and the frame type is not DATA, then this state machine shall discard
frame and terminate.

If the frame type is correct relative to the confirmation, then this state may check that the hashed source S

ad
ad

dress matches the SAS address of the SAS port transmitting the frame and the hashed’destination S
dress in the frame matches the SAS address of the SAS port receiving the frame based 'on the connecti

If this state checks these SAS addresses and they do not match, then this state machine shall terminate.

If the frame type is:

a) XFER_RDY, then this state shall send a XFER_RDY Arrived message'to the ST_ISF1:Send_Fram
state specified by the tag;

b) RESPONSE, then this state shall send a Response Arrived message to the ST_IPR state maching
specified by the tag; or

c) DATA, then this state shall send a Data-In Arrived messageéito the ST_IPD state machine specified
the tag.

Each of these messages shall contain the content of the SAS frame. If the tag does not specify a valid st
machine, then this state shall discard the frame and may send a vendor-specific confirmation to the SC

ap

blication layer to abort the command using that tag.

If this state machine was started as a result of a HARD RESET Received confirmation, then this state s

se
Th

nd a Transport Reset event natification to the~SCSI application layer.

s state machine shall terminate after sending a message or confirmation.

9.2.6.3 ST_T (transport layer for SSP)target ports) state machines

9.2.6.3.1 ST_T state machines overview

The ST_T state machines areJas follows:

If i

a) ST_TFR (targetframe router) state machine (see 9.2.6.3.2); and
b) ST_TTS (target transport server) state machine (see 9.2.6.3.3).

mplemented,his’state machine shall maintain the timers listed in table 104.

Table 104 — ST_T state machine timers

bE,
ne
he

AS
AS
bN.

by

pte
LS|

all

Timer Initial value

The value in the INITIATOR RESPONSE TIMEOUT field in the Protocol-Specific

Initiator Response Timeout Port Control mode page (see 10.2.6.2).
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Figure 114 shows the ST_T state machines.

ST _T (transport layer for SSP target ports) state machines

N
ST_TFR (target frame router) 4 ! ST_TTS (target transport server)
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Figure 114 — ST_T (transport layer for SSP target ports) state machines

9.2.6.3.2 ST_TFR (target frame router) state machine

The ST_TFR state machine receives confirmations from the port layer and sends a transport protocol service
indication to the SCSI application layer or a message to the ST_TTS state machine. This state machine also
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receives Accept_Reject OPENSs requests from the application layer and sends corresponding requests to the
port layer.

This state machine consists of one state.
This state machine shall be started after:

a) an Accept_Reject OPENSs request is received,;
b) a Frame Received confirmation is received; or
c¢) aHARD_RESET Received confirmation is received.

If fhis state machine was started as the result of receiving an Accept_Reject OPENs (Accept SSP)| or
Agcept_Reject OPENs (Reject SSP) request, then this state machine shall send a corresponding
Accept_Reject OPENSs request to the port layer. This state machine shall terminate after sending [an
Actept_Reject OPENS request to the port layer.

If this state machine was started as the result of receiving a Frame Received (ACK/NAK Balanced) or Frane
Rdceived (ACK/NAK Not Balanced) confirmation, then this state machine shall check thedrame type in the
re¢eived frame (see table 92). If the frame type is not COMMAND, TASK, or DATA, then this state mach|ne
shall discard the frame and terminate.

If the confirmation was Frame Received (ACK/NAK Not Balanced) and the frame\type is not DATA, then this
stdte machine shall discard the frame and terminate.

Thjs state machine may check that reserved fields in the frame are zera.Uf)any reserved fields are not z€ro,
then this state machine may send a Response Data (lfvalid Frame) message to the
ST| TTS7:Prepare_Response state including the logical unit number and tag.

NOTE 25 - This check only applies to reserved fields defined inthe*SSP frame formats (e.g. formats defined
in this clause), not reserved fields within the CDB in a COMMAND frame. Handling checking of reserved
fields in a CDB is described in SAM-3.

If the frame type is correct relative to the confirmation;ithen this state may check that the hashed source SAS
adfress matches the SAS address of the SAS portitransmitting the frame and the hashed destination SAS
adfress in the frame matches the SAS address of'the SAS port receiving the frame based on the connectipn.
If this state checks these SAS addresses and, they do not match, then this state machine shall discard the

i

S

rst
nd

he
hta

of
lid

hall

send a SCSI Command Received transport protocol service indication to the SCSI application layer.

If the frame type is TASK, then this state machine shall check the logical unit number. If there is no logical unit
at the specified logical unit number, then this state machine shall send a Response Data (Invalid Logical Unit
Number) message to the ST_TTS7:Prepare_Response state including the logical unit number and tag.

If the frame type is COMMAND or TASK, then this state machine may check the target port transfer tag. If
target port transfer tag is invalid, then this state machine may send a Response Data (Invalid Frame)
message to the ST_TTS7:Prepare_Response state including the logical unit number and tag.
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If the frame type is TASK and the length of the information unit is correct, then this state may check if the tag
conflicts with an existing tag (i.e., an existing command or task management function). If the tag is checked
and it conflicts, this state shall send a Response Data (Invalid Frame) message to the
ST_TTS7:Prepare_Response state including the logical unit number and tag. If it does not check the tag or
the tag does not conflict, this state machine shall send a Task Management Request Received transport
protocol service indication to the SCSI application layer. If the frame type is DATA, then this state machine
shall send a Data-Out Arrived message to the ST_TTS4:Receive_Data_Out state. Each indication or
message shall contain the content of the SAS frame.

If

stg

Th
no

Th

Th

Th
al

=

Th
me

9.2

te machine shall send a Transport Reset event notification to the SCSI application layer and terminate;

s state machine shall terminate after sending a message, transport protocol service indication;'er ev
ification.

.4.6.3.3 ST_TTS (target transport server) state machine

.4.6.3.3.1 ST_TTS state machine overview

e ST_TTS state machine performs the following functions:

a) processes and sends transport protocol service confirmations to the SCSI application layer;

b) receives and processes transport protocol service requests and responses from the SCSI applicati
layer; and

c) communicates with the port layer via requests and confirmations regarding frame transmission.

s state machine consists of the following states:

a) ST _TTS1:Start (see 9.2.6.3.3.2);

b) ST_TTS2:Send_Frame (see 9.2.6.3.3.3);

c) ST _TTS3:Prepare_Data_In (see 9.2.6.3.3.4);

d) ST TTS4:Receive Data_Out (see 9.2.6.3.3.5),

e) ST _TTS5:Prepare_Xfer_Rdy (see 9.2.6.3.316);

f) ST_TTS6:Process_Data_Out (see 9.2.6:8:3.7); and
g) ST_TTS7:Prepare_Response (see 92,6.3.3.8).

s state machine shall be started in the-ST_TTS1:Start state if one of the following is received:

a) a Send Data-In transport protogol service request;
b) a Task Management Function Executed transport protocol service response; or
¢) a Send Command Complete transport protocol service response.

s state machine shall be_started in the ST_TTS4:Receive_Data_Out state if this state machine is
bady running and:

a) a Receive Data-Out transport protocol service request is received; or
b) a Data-Qut Arrived message is received and first burst is enabled.

ssage is.received and this state machine is not already running.

.6:3:3:2 ST_TTS1:Start state

is state machine was started as the result of rnr‘ni\/ing aHARD RESET Received r‘nnfirmnfinn1 then thi

not

is state machine shall be started in the ST_TTS7:Prepare_Response state when a Response Data

9.2.6.3.3.2.1 State description

The request or response that caused this state machine to be started includes the following to be used in any
OPEN address frames required to service the request or response:

a) connection rate;
b) initiator connection tag; and
c) destination SAS address.

A Send Data-In transport protocol service request also includes the following:

a) logical unit number;
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b) tag;
c) device server buffer (e.g., starting logical block address); and
d) request byte count (e.g., transfer length).

A Task Management Function Executed transport protocol service response or Send Command Complete

tra

nsport protocol service response also includes the following:

a) logical unit number;
b) tag;
c) task management function; and

9.2

Th
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d) tag of task to be managed.

.6.3.3.2.2 Transition ST_TTS1:Start to ST_TTS2:Send_Frame

s transition shall occur after receiving a Send Data-In transport protocol service request and-shall incly
the information received in the Send Data-In transport protocol service request as arguments.

.6.3.3.2.3 Transition ST_TTS1:Start to ST_TTS7:Prepare_Response

s transition shall occur after receiving a Task Management Function Executed.transport protocol sery
ponse or a Send Command Complete transport protocol service response-and shall include all {
brmation received in the Task Management Function Executed transport protecol service response or Sg
mmand Complete transport protocol service response as arguments.

.6.3.3.3 ST_TTS2:Send_Frame state

.6.3.3.3.1 State description

his state is entered from the ST_TTS3:Prepare_Data_In state for transmission of a DATA frame, then t
te shall send a Transmit Frame (Non-Interlocked) requestto the port layer.

his state is entered from the ST_TTS5:Prepare_Xfer. 'Rdy state for transmission of an XFER_RDY fral
1 this state has received an ACK Transmitted cenfirmation for each DATA frame previously received (i
eived by this state machine with a Data-Out Artived message), then this state shall send a Transmit Fra
ferlocked) request to the port layer.

his state is entered from the ST_TTS7Z:Prepare_Response state for transmission of a RESPONSE fra
1 this state has received an ACK Fransmitted confirmation for each DATA frame previously received (i
eived by this state machine with a Data-Out Arrived message), then this state shall send a Transmit Fra
ferlocked) request to the port.layer.

NOTE 26 - The XFER_RDY and RESPONSE frame rules ensure that wide ports do not send an XFER_RDY
or RESPONSE frame on ‘a phy until all the ACKs have been transmitted for write DATA frames on a different
phy. In a narrow pgort)the link layer ensures that ACK/NAKSs are balanced before transmitting an interlocked
frame.

Transmit Frame request from this state shall include the SSP frame and the following to be used for g

EN address'frame:

a) , the initiator port bit set to zero;
b) “\protocol set to SSP;

de

ce
he
nd

his

ne

ne

ne

ne

ny

c) connection rate;

d) initiator connection tag;
e) destination SAS address; and
f) source SAS address set to the SAS address of the SSP target port.

After sending a Transmit Frame request this state shall wait to receive a Transmission Status confirmation.

If the confirmation is Transmission Status (I_T Nexus Loss), this state shall send a Nexus Lost confirmation to
the SCSI application layer.
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If the confirmation is Transmission Status (Frame Transmitted) confirmation, then this state machine shall
expect to receive one of the following confirmations for the frame:

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

c) Transmission Status (ACK/NAK Timeout); or

d) Transmission Status (Connection Lost Without ACK/NAK).

If the frame transmitted was an XFER_RDY frame or a RESPONSE frame, then the state machine shall wait
to receive a Transmission Status (ACK Received), Transmission Status (NAK Received), Transmission Status

(A
tral
to

Th
se

tr
co
fol

Th

hsitioning from this state. If the frame transmitted was a DATA frame, then the state machine may transit
ST _TTS3:Prepare_Data_In as described in 9.2.6.3.3.3.2.

s state shall send a Data-In Delivered (Delivery Result = DELIVERY SUCCESSFUL) transport proto
vice confirmation to the SCSI application layer if:

a) for a DATA frame, this state receives a Transmission Status (Frame Transmitted) confirmation
followed by a Transmission Status (ACK Received) confirmation for each of the.DATA frames trans

the Request Byte Count; or
b) for a RESPONSE frame, this state receives a Transmission Status (Efamé Transmitted) confirmati
followed by a Transmission Status (ACK Received) confirmation.

Tglis state shall send a Data-In Delivered (Delivery Result = DELIVERY FAILURE - NAK RECEIVH

nsport protocol service confirmation to the SCSI application Jayer if the received transmission sta
hfirmation message for a DATA or XFER_RDY frame was Jransmission Status (Frame Transmittg
owed by a confirmation of Transmission Status (NAK Received).

s state shall send a Data-In Delivered (Delivery Result.= DELIVERY FAILURE - ACK/NAK TIMEOU

transport protocol service confirmation to the SCSI apgplication layer if the received transmission sta

co
fol
Lo

A
fol

Th
Th

hfirmation message for a DATA or XFER_RDY frame was Transmission Status (Frame Transmittg
owed by a confirmation of Transmission Status-(ACK/NAK Timeout) or Transmission Status (Connect
5t Without ACK/NAK).

Data-In Delivered transport protocol service confirmation to the SCSI application layer shall include
owing:

a) any argument received from the port layer (e.g., Transmission Status (Frame Transmitted) or Servi
Delivery Subsystem Failure); and
b) | T L xnexus information (i.e., destination SAS address and tag).

s state machine shall termihate after sending the Data-In Delivered confirmation.

Cdancel request shallinelude the following arguments:

Th

a) the destination SAS address; and
b) the tag:

s statesmachine terminates upon receipt of a Transmission Status (Cancel Acknowledge) confirmation.

9.2

s state may also sefida Cancel request to the port layer to cancel a previous Transmit Frame request.

CK/NAK Timeout), or Transmission Status (Connection Lost Without ACK/NAK) confirmation before

on

col

mitted and the number of bytes moved for the Send Data-In transport protocol'service request equals

pn

D)
us
bd)

T
us
bd)
on

he

.6:3.3.3.2 Transition ST_TTS2:Send_Frame to ST_TTS3:Prepare_Data_In

If this state machine was started as the result of receiving a Send Data-In transport protocol service request,
the specified values are included with the request, and this state has received an ACK Transmitted
confirmation for the COMMAND frame, then this state shall transition to the ST_TTS3:Prepare_Data_In state.

NOTE 27 - The COMMAND frame rule ensures that ports do not send a read DATA frame until the ACK has
been transmitted for the COMMAND frame.

If this state receives a Transmission Status (Frame Transmitted) confirmation for a DATA frame and the
number of bytes moved for the Send Data-In transport protocol service request is less than the Request Byte
Count, then this state shall transition to the ST_TTS3:Prepare_Data_In state.
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9.2.6.3.3.3.3 Transition ST_TTS2:Send_Frame to ST_TTS4:Receive_Data_Out

This transition shall occur after receiving a Transmission Status (Frame Transmitted) confirmation and a

Transmission Status (ACK Received) confirmation for an XFER_RDY frame.

9.2.6.3.3.3.4 Transition ST_TTS2:Send_Frame to ST_TTS7:Prepare_Response

This transition shall occur after receiving a Transmission Status confirmation with an argument other than

ACK Received for a RESPONSE frame.

9.2.6.3.3.4 ST_TTS3:Prepare_Data_In state
9.2.6.3.3.4.1 State description
Thjs state fetches the data from the Device Server Buffer and constructs a DATA frame. This state shall yse
thg logical unit number and tag received from the SCSI application layer to construct the frame:
Thjs state shall generate the following values when constructing the frame:
a) frame type;
b) hashed destination SAS address;
¢) hashed source SAS address;
d) retransmit bit set to zero;
e) number of fill bytes;
f) fill bytes;
g) data offset; and
h) data.
9.2.6.3.3.4.2 Transition ST_TTS3:Prepare_Data_In to ST_TTS2:Send_Frame
Thjs transition shall occur after constructing a DATA framg;
9.2.6.3.3.5 ST_TTS4:Receive_Data_Out state
9.2.6.3.3.5.1 State description
If a Receive Data-Out transport protocolservice request caused this state machine to be started, then the
request includes the following to be used-in any OPEN address frames required to service the request:
a) connection rate;
b) initiator connection tag;
c) destination SAS address;
d) logical unit number;
e) tag;
f) device server-buffer (e.g., starting logical block address); and
g) request byte count (e.g., transfer length).

If 4

Data-Out Arfived message caused this state machine to be started (i.e., first burst is enabled) andl a

Rdceive DatatOut transport protocol service request has not been received, then this state shall waif to
prgcessithe Data-Out Arrived message until this state receives a Receive Data-Out transport protocol servjce
request. The data received in the Data-Out Arrived message shall be saved in a first burst buffer until this

stdtereceives a Receive Data-Qut tfranspart protocol service request

After this state receives a Receive Data-Out transport protocol service request and a Data-Out Arrived
message, then this state shall verify the received data frame as follows:

1) check the target port transfer tag value in the DATA frame if the target port transfer tag is being used.
If the value is incorrect, then this state shall discard the frame and terminate;

2) check the data offset. If the data offset was not expected, then this state shall send a Data-Out
Received (Delivery Result = DELIVERY FAILURE - DATA OFFSET ERROR) transport protocol
service confirmation to the SCSI application layer. This confirmation shall include the tag. This state
machine shall terminate after sending the confirmation;
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3) check the length of the data. If an XFER_RDY frame was sent for the data (i.e., it is not first burst

data) and the length of the data exceeds that specified by the XFER_RDY frame that requested the
data, then this state shall send a Data-Out Received (Delivery Result = DELIVERY FAILURE - TOO

MUCH WRITE DATA) transport protocol service confirmation to the SCSI application layer. This

confirmation shall include the tag. This state machine shall terminate after sending the confirmation;

and

4) check the length of the data. If the length of the data is zero, then this state shall send a Data-Out
Received (Delivery Result = DELIVERY FAILURE - INFORMATION UNIT TOO SHORT) transport
protocol service confirmation to the SCSI application layer. This confirmation shall include the tag.

This state machine shall terminate after sending the confirmation.

If he Initiator Response Timeout timer is implemented, this state shall initialize and start thechpitiator

Re

If
DH
S(
se

If 4
me

sponse Timeout timer after any of the following occur:

a) a Data-Out Arrived message is received;
b) this state is entered from the ST_TTS2:Send_Frame state; or
c) this state is entered from the ST_TTS6:Process_Data_Out state.

LIVERY FAILURE - INITIATOR RESPONSE TIMEOUT) transport protocol Service confirmation to

nding the confirmation.

his state is entered from the ST_TTS2:Send_Frame state, then this state shall wait for a Data-Out Arriy
ssage.

If

is state is entered from the ST_TTS6:Process_Data_Out state*and the number of bytes moved for

he Initiator Response Timeout timer expires this state shall send a Data-Out Received (Delivery Result =

he

S| application layer. This confirmation shall include the tag. This state machine shall terminate after

ed

he

Rdceive Data-Out transport protocol service request is less thah'the Request Byte Count, then this state shall

wait for a Data-Out Arrived message.

If

Rs
se
co

bytes in its first burst buffer, then this state machine shall terminate after sending the confirmation. If this st
5 more bytes to move in its first burst buffer, then this state machine shall wait for a Receive Data-Qut

hal
tral

9.2
Th

9.2
Th

his state is entered from the ST_TTS6:Process_Data_Out state and number of bytes moved for {
ceive Data-Out transport protocol service request.equals the Request Byte Count, then this state s
hd a Data-Out Received (Delivery Result = DELIVERY SUCCESSFUL) transport protocol serv

hsport protocol service request.

.6.3.3.5.2 Transition ST_TTS4:Receive_Data_Out to ST_TTS5:Prepare_Xfer_Rdy
s transition shall occur aftef:

a) this state has received a Receive Data-Out transport protocol service request and first burst is not
enabled; or

b) this state haS-teceived a Receive Data-Out transport protocol service request, first burst is enabled
all the first.burst data has been processed, and the first burst data did not satisfy the requested by{
count.

.6.3.3.5:3 Transition ST_TTS4:Receive_Data_Out to ST_TTS6:Process_Data_Out

sAransition shall occur after:

a) a Receive Data-Out transport protocol Service request 1s received, and
b) a Data-Out Arrived message is received and verified (see 9.2.6.3.3.5.1).

9.2.6.3.3.6 ST_TTS5:Prepare_Xfer_Rdy state

9.2.6.3.3.6.1 State description

he
all
ce

nfirmation to the SCSI application layer. Thisieonfirmation shall include the tag. If this state has no more
hte

[¢]

This state shall construct an XFER_RDY frame. This state shall use the following values received from the
SCSI application layer to construct the frame:

a) logical unit number;
b) tag;
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c) target port transfer tag;
d) requested offset; and
e) write data length.

If first burst is enabled, this state shall adjust the write data length to reflect the amount of first burst data.
This state shall generate the following values when constructing the frame:

a) frame type;

b) hashed destination SAS address;
r-) hashed source SAS :\rldrnee;

d) retransmit bit set to zero; and

e) number of fill bytes.

9.2.6.3.3.6.2 Transition ST_TTS5:Prepare_Xfer_Rdy to ST_TTS2:Send_Frame

This transition shall occur after constructing an XFER_RDY frame.
9.2.6.3.3.7 ST_TTS6:Process_Data_Out state

9.2.6.3.3.7.1 State description
This state shall process the data received in the Data-Out Arrived message using the Device Server Buffer
(e.p., logical block address) to which the data is to be transferred.

9.2.6.3.3.7.2 Transition ST_TTS6:Process_Data_Out to ST_TTS4;Receive_Data Out

Thjs transition shall occur after data received in a Data-Out message has been processed.
9.2.6.3.3.8 ST_TTS7:Prepare_Response state

9.2.6.3.3.8.1 State description
This state shall construct a RESPONSE frame if.this'state was entered as the result of this state machine:

a) receiving a Response Data message;
b) receiving a Task Management Function Executed transport protocol service response; or
c) receiving a Send Command Complete transport protocol service response.

If this state was entered as the result'of receiving a Response Data message, this state shall use the logical
unft number and tag received in.the message and shall construct the frame as described in table 105.

Table 105 — Response Data argument to RESPONSE frame content mapping

Response Data argument RESPONSE frame

The DATAPRES field shall be set to SENSE_DATA, the sTATUS field shal
InformationUnit Too Short be set to CHECK CONDITION and the additional sense code shall be
set to INFORMATION UNIT TOO SHORT.

The DATAPRES field shall be set to SENSE_DATA, the sTATUS field shal
Infermation Unit Too Long be set to CHECK CONDITION and the additional sense code shall be
set to INFORMATION UNIT TOO LONG.

The DATAPRES field shall be set to RESPONSE_DATA and the

Invalid Frame RESPONSE CODE field shall be set to INVALID FRAME.

The DATAPRES field shall be set to RESPONSE_DATA and the

Invalid Logical Unit Number | -\ <F opE field shall be set to INVALID LOGICAL UNIT NUMBER.

If this state was entered as a result of receiving a Task Management Function Executed transport protocol
service response or a Send Command Complete transport protocol service response, this state shall use the
following values received from the SCSI application layer to construct the frame:

a) logical unit number;
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b) tag;

c) status;

d) response data; and
e) sense data.

This state shall generate the following values when constructing the frame:

If

Tr
copfirmation for a RESPONSE frame (i.e., the frame transmission was unsuccessful), then this state sk
check to see if the vendor-specific number of retries for the RESPONSE frame has been exceeded.

If

frame using all of the values for the previous RESPONSE frame except that the retransmit bit shall be se
ong.

9.

This transition shall occur after constructing a RESPONSE frame or if the vendor-specific number of retries
trapsmission of a RESPONSE frame has been exceeded.

9.

9.
A

expander device shall update a set of shadow registers with these contents and shall not deliver them to 3
STIP initiator port. The STP initiator ports may read the shadow register contents using the SMP REPO
PHY SATA function (see 10.4.3.7).

9.

STIP initiator ports and, STP target ports shall not generate BIST Activate FISes and shall process any Bl
Activate FISes receiyed-as frames having invalid FIS types (i.e., have the link layer generate SATA_R_ERR
regponse).

9.

The STPR_ transport layer uses the transport layer state machines defined in SATA, modified to communic

w
st

a) frame type;
b) hashed destination SAS address;
¢) hashed source SAS address;

d) retransmit bit set to zero;
e) number of fill bytes;

f) fill bytes;

g) data present;

h) sense data length; and

i) response data length.

Tis state was entered as the result of the ST_TTS2:Send_Frame state receiving something other tha
nsmission Status (Frame Transmitted) confirmation followed by a TransmissionsStatus (ACK Receivs

the vendor-specific number of retries has not been exceeded, then this_state generates a RESPON

4.6.3.3.8.2 Transition ST_TTS7:Prepare_Response to ST _FFS2:Send_Frame

B STP transport layer

3.1 Initial FIS

SATA device phy transmits a Register <(Déevice to Host FIS after completing the link reset sequence. T

3.2 BIST Activate FIS

3.3 TT (transport layer for STP ports) state machines

ha
pd)
all

for

iny
RT

n

te
nis

ialh the port layer rather than directly with the link layer. These modifications are not described in t
nelard.
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9.4.1 SMP transport layer overview

Table 106 defines the SMP frame format.
Table 106 — SMP frame format
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Byte\Bit 7 6 5 4 3 2 0
0 SMP FRAME TYPE
1
Frame-type dependent bytes
Fill bytes, if needed
n-3 (MSB)
CRC

n (LSB)

Ta

Th
Ot

Fil
bo

Th
fie

Table 107 — sMP FRAME TYPE field

ple 107 defines the smP FRAME TYPE field, which defines the format of the“frame-type dependent bytes.

Code Name Frame type Originator Reference
40h SMP_REQUEST SMP function reguest SMP initiator port 9.4.2
41h SMP_RESPONSE SMP functien response SMP target port 9.4.3

All others | Reserved.

e SMP target port in an expander device shall support the SMP_REQUEST and SMP_RESPONSE fram
her SMP target ports may support theselframes.

bytes shall be included after the(frame-type dependent bytes so the cRrc field is aligned on a four b
Lindary. The contents of the fill bytes are vendor specific.

e CRC field contains a CRC value (see 7.5) that is computed over the entire SMP frame prior to the g
d, and shall begin on a faursbyte boundary. The crc field is checked by the SMP link layer (see 7.18).

D
w»

te

RC
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9.4.2 SMP_REQUEST frame

The SMP_REQUEST frame is sent by an SMP initiator port to request an SMP function be performed by a
management device server. Table 108 defines the SMP_REQUEST frame format.

Table 108 — SMP_REQUEST frame format

Byte\Bit 7 6 5 4 3 2 1 0
0 SMP FRAME TYPE (40h)
1

REQUEST BYTES

Fill bytes, if needed

n-3 (MSB)

CRC
n (LSB)

The smp FRAME TYPE field shall be set to 40h indicating this is an SMP_REQUEST frame.

The REQUEST BYTES field definition and length is based on the SMP function (see 10.4.3.1). The maximyim
siZe of the REQUEST BYTES field is 1 024 bytes, making the maximum.size of the frame 1 032 bytes (1 24
bytes of data + 4 bytes of header + 4 bytes of CRC).

Fil| bytes shall be included after the ADDITIONAL REQUEST BYTES field so the cRc field is aligned on a four byte
bolindary. The contents of the fill bytes are vendor specifice

The crc field is defined in 9.4.1.

9.4.3 SMP_RESPONSE frame

The SMP_RESPONSE frame is sent by an SMP'target port in response to an SMP_REQUEST frame. Tap
10P defines the SMP_RESPONSE frame_fornrat.

Table 109--— SMP_RESPONSE frame format

e

Byte\Bit 7 6 5 4 3 2 1 0
0 SMP FRAME TYPE (41h)
1

RESPONSE BYTES

Fill bytes, if needed

-3 (MSB)

CRC
n (CSB)

The smP FRAME TYPE field shall be set to 41h indicating this is an SMP_RESPONSE frame.

The RESPONSE BYTES field definition and length is based on the SMP function (see 10.4.3.2). The maximum
size of the RESPONSE BYTES field is 1 024 bytes, making the maximum size of the frame 1 032 bytes (1 024
bytes of data + 4 bytes of header + 4 bytes of CRC).

Fill bytes shall be included after the ADDITIONAL RESPONSE BYTES field so the cRc field is aligned on a four byte
boundary. The contents of the fill bytes are vendor specific.

The crc field is defined in 9.4.1.
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9.4.4 Sequence of SMP frames

Inside an SMP connection, the source phy transmits a single SMP_REQUEST frame and the destination phy
replies with a single SMP_RESPONSE frame.

Figure 115 shows the sequence of SMP frames.

SMP initiator port SMP target port

——SMP_REQUEST—»

9.4

<+ SMP_RESPONSE—

time time

Figure 115 — Sequence of SMP frames

4.5 MT (transport layer for SMP ports) state machines

.5.1 SMP transport layer state machines overview

The SMP transport layer contains state machines that process requests ffom the management applicat

lay
as

9.4

Th
req

ap
Th

Th

er and returns confirmations to the management application layer. The-SMP transport state machines
follows:

a) MT_IP (transport layer for SMP initiator ports) state machine (see 9.4.5.2); and
b) MT_TP (transport layer for SMP target ports) state machine (see 9.4.5.3).

4.5.2 MT_IP (transport layer for SMP initiator ports) state machine

.5.2.1 MT_IP state machine overview

e MT_IP state machine processes requests from the management application layer. These managem
uests are sent to the port layer and the resulting SMP frame or error condition is sent to the managem
blication layer as a confirmation.

s state machine consists of the following states:

a) MT_IP1:Idle (see 9.4.5.2.2)(initial state);
b) MT_IP2:Send (see 9.4.5.2:3); and
c) MT_IP3:Receive (see\9.4.5.2.4).

s state machine shall maintain the timers listed in table 110.

Table 110 — MT_IP timers

Timer Initial value

SMP Frame Receive Timeout timer Vendor specific

pre

Nt
et
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Figure 116 describes the MT_IP state machine.

MT_IP (transport layer for SMP initiator ports)

: MT IP1:ldle MT IP2:Send 1‘ MT IP3:Receive 4
Send SMP .Open Failed SMP Frame
Function - . .
R Receive Timeout
TOUESt ~o > —=
~~T;ransmit Frame "~ 'SMP Transmit b‘
< - \ Break
- ] v
Connection
Closed V v
P >
Transrﬁission A
§tatus SMP Frame
! Transmit Receive
- Failure

-
’/

~~Connection
4 Closed
!
{
Re&gewed SMP

Faction Complete, _
- \
|

Frame Received

«O

Figure 116 — MT_IP (trahsport layer for SMP initiator ports) state machine

9.4.5.2.2 MT_IP1:ldle state

9.4.5.2.2.1 State description
Thjs state waits for a Send SMP Function Request request, which includes the following arguments:

a) connection rate;
b) destination SAS address; and
c) requesthbytes.

9.4.5.2.2.2 Fransition MT_IP1:ldle to MT_IP2:Send
Thiis-ransition shall occur after a Send SMP Function Request request is received. This transition shall

indlude-the following-arguments.
J J

a) connection rate;
b) destination SAS address; and
c) request bytes.

9.4.5.2.3 MT_IP2:Send state

9.4.5.2.3.1 State description

This state constructs an SMP_REQUEST frame using the following arguments received with the transition
into this state: request bytes;
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and sends a Transmit Frame request to the port layer. The Transmit Frame request shall contain the following
arguments:

a) protocol set to SMP;

b) connection rate;

c) destination SAS address;

d) request bytes;

e) source SAS address set to the SAS address of the SMP initiator port;
f) initiator port bit set to one; and

9.4
Th
co
Fal
9.4
Th

9.4

Th
oc

up

If g
Rd
no

If g
SN

If 4
req
lay

9.4
Th

9.4

9.4

g) initiator connection f:\g setto FEEEEQ

.5.2.3.2 Transition MT_IP2:Send to MT_IP1:ldle

s transition shall occur after receiving either a Connection Closed confirmation or a Transmission Sta
nfirmation other than a Transmission Status (Frame Transmitted) confirmation, and after sending an Of
led confirmation to the management application layer.

.5.2.3.3 Transition MT_IP2:Send to MT_IP3:Receive

s transition shall occur after receiving a Transmission Status (Frame Transmitted) confirmation.

4.5.2.4 MT_IP3:Receive state

.5.2.4.1 State description

s state waits for a confirmation from the port layer that either an‘S8MP frame has been received or a fail
curred.

on entry into this state, this state shall initialize and start the’\SMP Frame Receive Timeout timer.

| Frame Received confirmation is received and the SMP frame type is equal to 41h, this state shall sen
ceived SMP Function Complete confirmation to the*tmanagement application layer. If the SMP frame typg
equal to 41h, this state shall send an SMP Transmit Break request to the port layer.

L Connection Closed or Frame Received (SMP Failure) confirmation is received, this state shall send
[P Frame Transmit Receive Failure confirmation to the management application layer.

eived, this state shall send an SMP)Frame Receive Timeout confirmation to the management applicat
er and send an SMP Transmit Break request to the port layer.

.5.2.4.2 Transition MT_IP3:Receive to MT_IP1:Idle
s transition shall occut after one of the following:

a) sending a Reéeeived SMP Function Complete confirmation;

b) sending an SMP Frame Transmit Receive Failure confirmation; or
¢) sendingan SMP Transmit Break request.

.5.3 MT=TP (transport layer for SMP target ports) state machine

.53.1 MT_TP state machine overview

he SMP Frame Receive Timeout timef_expires before a Received SMP Function Complete confirmation i

us

1 a
b S

an

The MT_TP state machine informs the management application layer of the receipt of an SMP frame.
Confirmation of the receipt of an SMP frame is sent to the management application layer. The management
application layer creates the corresponding SMP_RESPONSE frame and this state sends it to the port layer.

Th

is state machine consists of the following states:

a) MT_TP1L:ldle (see 9.4.5.3.2)(initial state); and
b) MT_TP2:Respond (see 9.4.5.3.3).
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Fig

ure 117 describes the MT_TP state machine.

MT_TP (transport layer for SMP target ports)

9.4

9.4

Th
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“Connection
. - Closed ~Tw&L
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'

AVM

Figure 117 — MT_TP (transport layer for, SMP target ports) state machine
.5.3.2 MT_TP1:ldle state

.5.3.2.1 State description

card the frame and send a SMP Transiit Break request to the port layer. Otherwise, this state shall sg
SMP Function Received confirmation.to the management application layer.

in Accept_Reject OPENs (Accept SMP) or Accept_Reject OPENs (Reject SMP) request is received, t
te shall send an Accept_Reject, OPENS request with the same arguments to the port layer.

.5.3.2.2 Transition MT_TP1:ldle to MT_TP2:Respond

s transition shall oceur after sending an SMP Function Received confirmation.
.5.3.3 MT_TP2:Respond state

.5.3.3.1.State description

s state"waits for a Send SMP Response request, which includes the following arguments:

s state waits for a Frame Received confirmation. If the SMP frame type is not equal to 40h, this state shall

nd

his

da)) response bytes.

After receiving a Send SMP Response request, this state shall construct an SMP_RESPONSE frame using
the arguments from the Send SMP Response request and send a Transmit Frame request to the port layer.

If this state receives a Connection Closed confirmation, this state shall send an SMP Connection Closed
confirmation to the management application layer.

9.4.5.3.3.2 Transition MT_TP2:Respond to MT_TP1:Idle

Th

is transition shall occur after one of the following:

a) receiving a Transmission Status (Frame Transmitted) confirmation; or
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b) sending an SMP Connection Closed confirmation.
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10 Application layer

10.1 Application layer overview

The application layer defines SCSI, ATA, and management specific features.

10.2 SCSI application layer

10.

2.1 SCsSil transport protocol services

10

An
se
SA

An

prd
ca

S
ca

2.1.1 SCSl transport protocol services overview

application client requests the processing of a SCSI command by invoking SCSI transport proto
vices, the collective operation of which is conceptually modeled in the following remote procedure call (g
M-3):

Service response = Execute Command (IN (I_T_L_x Nexus, CDB, [Task Attribute], [Data-In Buffer Siz
[Data-Out Buffer], [Data-Out Buffer Size][Autosense
Request]), OUT ([Data-In Buffer], [Sense Data], Status))

application client requests the processing of a SCSI task management functief by invoking SCSI transp
tocol services, the collective operation of which is conceptually modeled imthe following remote proced
Is (see SAM-3):

a) Service Response = ABORT TASK (IN (Nexus));

b) Service Response = ABORT TASK SET (IN (Nexus));

c) Service Response = CLEAR ACA (IN (Nexus));

d) Service Response = CLEAR TASK SET (IN (Nexus));

e) Service Response = LOGICAL UNIT RESET (IN (Nexus)); and
f) Service Response = QUERY TASK (IN (Nexus))t

col
ee

D
—_

ort
ure

P defines the transport protocol services required*by SAM-3 in support of the these remote procediire

Is.
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Table 111 describes the mapping of the remote procedure calls to transport protocol services and the SSP
implementation of each transport protocol service.

Table 111 — SCSI architecture mapping

Type of Transport
Remote transport protocol | Transport protocol a . .
. ! T SSP implementation
procedure call protocol service service
service interaction
Request Send SCS| I COMMAND frame
Command
L SCSI Command Receipt of the COMMAND
Indication : T
Received frame
Request/ Send Command
Confirmation | Response Complete T | RESPONSE frame
Receipt of the RESPONSE
Execute | Command fraié or problem
Command Confirmation | Complete ' | ttanismitting the COMMAN]
Received
frame
Request Send Data-In T DATA frames
Data Confirmation | Data-In Delivergd T gi‘.ﬁ‘;:;r;':gm for the
Transfer P y
Request Receive Data-Out XFER_RDY frame
Confirmation | Data-Out Received Receipt of DATA frames
Send-Task
ABORT TASK, Request Management I TASK frame
ABORT TASK Request
SET, L Task Management .
GLEAR ACA, Request Indication Request Received T | Receipt of the TASK frame
QLEAR TASK Confirmation
SET, Response | [ask Management | | o opoNSE frame
LOGICAL UNIT Function Executed
RESET, and Received Task Receipt of the RESPONSE
QUERY TASK Confirmation | Management | | frame or problem
Function-Executed transmitting the TASK framg
1 /T indicates whether the SSP initiator port (1) or the SSP target port (T) implements the transport protodol
service.
% Scslinitiator port Data Transfer transport protocol services are not specified by SAM-3.
Thiese,protocol services are used as the requests and confirmations to the SSP transport layer state
mgchines (see 9.2.6) from the SCSI application layer.

10.2.1.2 Send SCSI Command transport protocol service

An application client uses the Send SCSI Command transport protocol service request to request that an SSP
initiator port transmit a COMMAND frame.

Send SCSI Command (IN (I_T_L_x Nexus, CDB, [Task Attribute], [Data-In Buffer Size], [Data-Out

Buffer], [Data-Out Buffer Size], [Autosense Request], [Command Reference
Number], [First Burst Enabled]))
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Table 112 shows how the arguments to the Send SCSI Command transport protocol service are used.

Table 112 — Send SCSI Command transport protocol service arguments

Argument

SAS SSP implementation

I_T L xnexus

|_T L Q nexus, where:
a) |_T used to select a connection;
b) L used to set the LOGICAL UNIT NUMBER field in the COMMAND
frame header; and

¢) Q used to set the TAG field in the COMMAND frame header,

¢DB

Used to set the cDB field in the COMMAND frame.

Task Attribute]

Used to set the TASK ATTRIBUTE field in the COMMAND frame..

Data-In Buffer Size]

Maximum of 232

Internal to the SSP initiator port.

Data-Out Buffer Size]

Maximum of 232

[
[
[Pata-Out Buffer]
[
[

Autosense Request]

True

[First Burst Enabled]

Causes the SSP initiator port to transmit the number of bytes
indicated by the FIRST BURST SIZE figld in the Disconnect-Reconnect
mode page (see 10.2.6.1.5) for the SCSI target port without waiting
for an XFER_RDY frame.

10J2.1.3 SCSI Command Received transport protocol service

An[ SSP target port uses the SCSI Command Received transport protocol service indication to notify a devjce

sefver that it has received a COMMAND frame.

SCSI Command Received (IN (I_T_L_x Nexus; CDB, [Task Attribute], [Autosense Request], [Commapd
Reference Number]))

Taple 113 shows how the arguments to the’ SCSI Command Received transport protocol service are

delermined.

Table 113 — SCSI Command Received transport protocol service arguments

Argument

SAS SSP implementation

1T L xnexus

I_T_L Q nexus, where:
a) |_T indicated by the connection;
b) L indicated by the LOGICAL UNIT NUMBER field in the COMMANID
frame header; and
¢) Q indicated by the TAG field in the COMMAND frame header.

dpB From the cDB field in the COMMAND frame.

[Task Attribute] From the TASK ATTRIBUTE field in the COMMAND frame.
[Autasense Request] True

[Command Reference Number] | Ignored

[First Burst Enabled]

Indicates that first burst data is being delivered based on the FIRST
BURST SIzE field in the Disconnect-Reconnect mode page (see
10.2.6.1.5).

If an SSP target port calls SCSI Command Received () with a TAG already in use by another SCSI command
(i.e., an overlapped command), the device server responses are defined in SAM-3.
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10.2.1.4 Send Command Complete transport protocol service

A device server uses the Send Command Complete transport protocol service response to request that an
SSP target port transmit a RESPONSE frame.

Send Command Complete (IN (I_T_L_x Nexus, [Sense Data], Status, Service Response))
A device server shall only call Send Command Complete () after receiving SCSI Command Received ().

A device server shall not call Send Command Complete () for a given |_T_L_Q nexus until all its outstanding
Receive Data-Out () calls have been responded to with Data-Out Received () and all its outstanding Send
Data-In () calls have been responded to with Data-In Delivered ().

Table 114 shows how the arguments to the Send Command Complete transport protocol service areused.

Table 114 — Send Command Complete transport protocol service arguments

Argument SAS SSP implementation

I|_ T L Q nexus, where:
a) |_T used to select a connection;
I[|T L X nexus b) L used to set the LOGICAL UNIT NUMBER field in the:RESPONSE frame headey;
and
c) Q used to set the TAG field in the RESPONSE frame header.

—

Sense Data Used to set the RESPONSE frame SENSE DATAield.
tatus Used to set the RESPONSE frame STATUS field.

[@a)

Used to set the DATAPRES field and sTatusield in the RESPONSE frame:
a) TASK COMPLETE: The DATAPRES field is set to NO_DATA or SENSE_DATA
and the sTATUS field is set to.a value other than INTERMEDIATE or INTER-
MEDIATE-CONDITION MET;

ervice Response b) LINKED COMMAND COMPLETE: The DATAPRES field is set to NO_DATA or
SENSE_DATA and-he sTATUS field is set to INTERMEDIATE or INTERME-

DIATE-CONDITION MET; or

c) SERVICE DELIVERY OR TARGET FAILURE: The DATAPRES field is set to
RESPONSE. DATA and the RESPONSE CODE field is set to INVALID FRAMEL

[@a)

10{2.1.5 Command Complete Received transport protocol service

An[ SSP initiator port uses the,€Command Complete Received transport protocol service confirmation to notify
an|application client that it has received a response for its COMMAND frame (e.g., a RESPONSE frame gr a
NAK).

Command Complete Received (IN (I_T_L_x Nexus, [Data-In Buffer], [Sense Data], Status, Service
Response))
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Table 115 shows how the arguments to the Command Complete Received transport protocol service are
determined.

Table 115 — Command Complete Received transport protocol service arguments

Argument SAS SSP implementation

|_T L _Q nexus, where:
a) |_T indicated by the connection;
b) | indicated by the 1 0GICAL UNIT NUMBER field in the RESPONSE frame head

=

[T_EXTexus or COMMAND frame header; and
¢) Q indicated by the TAG field in the RESPONSE frame header or COMMANID
frame header.
[Pata-In Buffer] Internal to the SSP initiator port.
[Bense Data] From the RESPONSE frame SENSE DATA field.
Status From the RESPONSE frame STATUS field.

From the RESPONSE frame DATAPRES field and STATUS field, or from a NAK on thg
COMMAND frame:
a) TASK COMPLETE: The RESPONSE frame gontains a DATAPRES field set t®
NO_DATA or SENSE_DATA and a sTtaTusdield set to a value other than
INTERMEDIATE or INTERMEDIATE-CQNDITION MET,
ervice Response b) LINKED COMMAND COMPLETE: The\RESPONSE frame contains a
DATAPRES field set to NO_DATA orSENSE_DATA and a STATUS field set to
INTERMEDIATE or INTERMEDIATE-CONDITION MET; or
c) SERVICE DELIVERY OR TARGET FAILURE: The RESPONSE frame
contains a DATAPRES field sef'to RESPONSE_DATA and a RESPONSE CODE
field set to INVALID FRAME, or the COMMAND frame was NAKed.

[da)

10{2.1.6 Send Data-In transport protocol service

A dlevice server uses the Send Data-In transport protocol service request to request that an SSP target port
trapnsmit a DATA frame.

Send Data-In (IN (I_T_L_x Nexus,\Device Server Buffer, Application Client Buffer Offset, Request Byte
Count))

A Ievice server shall only call Send Data-In () during a read or bidirectional command.

A dlevice server shall not call-.Send Data-In () for a given |_T_L_Q nexus after it has called Send Commgnd
Cdgmplete () for that I_T\LQ nexus (e.g., a RESPONSE frame with for that |_T_L_Q nexus) or called Task

Mgnagement Functien.Executed for a task management function that terminates that task (e.g., an ABORT
TAISK).
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Table 116 shows how the arguments to the Send Data-In transport protocol service are used.

Table 116 — Send Data-In transport protocol service arguments

Argument SAS SSP implementation

|_ T L Q nexus, where:
a) |_T used to select a connection;
| T L xnexus b) L used to set the LOGICAL UNIT NUMBER field in the DATA frame
header: and
c) Q used to set the TAG field in the DATA frame header.

evice Server Buffer Internal to the device server.

ffset Used to set the DATA frame DATA OFFSET field.

O
Application Client Buffer
C
H

equest Byte Count Used to select the size of the DATA frame.

10|2.1.7 Data-In Delivered transport protocol service

An| SSP target port uses the Data-In Delivered transport protocol service indicatién to notify a device serve
the results of transmitting a DATA frame.

Data-In Delivered (IN (I_T_L_x Nexus))

Table 117 shows how the arguments to the Data-In Delivered transport-protocol service are determined.

Table 117 — Data-In Delivered transport pretocol service arguments

of

Y

rgument SAS SSP implementation

I_T_L Q nexus, where:
a) |_T indicated by the connection;
b) L indicated by the LOGICAL UNIT NUMBER field in the DATA frame header; and
¢) Q indicated by the, TAG field in the DATA frame header.

| T_L_Xxnexus

From the response toithe outgoing DATA frame:
Delivery Result a) DELIVERY.SUCCESSFUL: The DATA frame received an ACK; or
b) DELIVERY FAILURE: The DATA frame received a NAK or no response.

10}2.1.8 Receive Data-Out transport protocol service

A dlevice server uses the Receive Data-Out transport protocol service request to request that an SSP tar
poft transmit an XFER-RDY frame.

Receive Data-Out (IN (I_T_L_x Nexus, Application Client Buffer Offset, Request Byte Count, Device
Server Buffer))

A dlevice server shall only call Receive Data-Out () during a write or bidirectional command.

A dlevieceserver shall not call Receive Data-Out () for a given I_T_L_Q nexus until Data-Out Received () N

et

as
ite

completed successfully for the previous Receive Data-Out () call (i.e., no XFER_RDY frame until all w
DATA e + — o + + e L
of the previous write DATA frames for that |_T_L_Q nexus).

Ci U c PDJICTVIUU L

all

A device server shall not call Receive Data-Out () for a given |_T_L_Q nexus after a Send Command
Complete () has been called for that |_T_L_Q nexus or after a Task Management Function Executed () has

been called for a task management function that terminates that task (e.g., an ABORT TASK).
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Table 118 shows how the arguments to the Receive Data-Out transport protocol service are used.

Table 118 — Receive Data-Out transport protocol service arguments

Argument SAS SSP implementation

|_ T L Q nexus, where:
a) |_T used to select a connection;

| T L xnexus b) L used to set the LOGICAL UNIT NUMBER field in the XFER_RDY

frame header; and

¢) Q used to set the TAG field in the XFER_RDY frame header.

pplication Client Buffer

Hset Used to set the XFER_RDY frame REQUESTED OFFSET field.

equest Byte Count Used to set the XFER_RDY frame WRITE DATA LENGTH field.,

ol ol o>

evice Server Buffer Internal to the device server.

10

An
of

Ta

2.1.9 Data-Out Received transport protocol service

SSP target port uses the Data-Out Received transport protocol service indication to notify a device ser
he result of transmitting an XFER_RDY frame (e.qg., receiving DATA frames in response).

Data-Out Received (IN (I_T_L_x Nexus))

ble 119 shows how the arguments to the Data-Out Received transport protocol service are determined.

Table 119 — Data-Out Received transport protocol service arguments

ver

>

rgument SAS SSP implementation

| T_L_Xnexus b) L indicated by the LOGICAL UNIT NUMBER field in the XFER_RDY frame header

I|_T L _Q nexus, where:
a) |_T indicated by the cehnection;

and
¢) Q indicated hy the TAG field in the XFER_RDY frame header.

[

From the response to the XFER_RDY:
a) DELIVERY SUCCESSFUL: The XFER_RDY frame was successfully trans-

elivery Result mitted.and all the DATA frames for the requested write data were received; or

b) DELIVERY FAILURE: The XFER_RDY frame received a NAK or no response].

10

An
th4

2.1.10 Send Task Management Request transport protocol service

application client-dses the Send Task Management Request transport protocol service request to requ
t an SSP initiator’port transmit a TASK frame.

Send Fask Management Request (IN (Nexus, Function Identifier, [Association]))

est
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Table 120 shows how the arguments to the Send Task Management Request transport protocol service are
used.

Table 120 — Send Task Management Request transport protocol service arguments

Argument SAS SSP implementation

Nexus

a) |_T used to select a connection;

I_T Lnexusorl_T_L_Q nexus (depending on the Function Identifier), where:

b) L used to set the LocicalL uNIT NUMBER field in the TASK frame header; and

the TASK frame header.

c) Q (foran|_T_L Q nexus) used to set the TAG OF TASK TO BE MANAGED field.in

o |

management functions are supported:

Used to set the TASK MANAGEMENT FUNCTION field in the TASK frame. Only thiese tash

a) ABORT TASK (Nexus argument specifies an I_T_L_Q Nexus);

unction b) ABORT TASK SET (Nexus argument specifies an |_T_L Néxus);

entifier c) CLEAR ACA (Nexus argument specifies an I_T_L Nexus),

d) CLEAR TASK SET (Nexus argument specifies an |_T "I Nexus);

e) LOGICAL UNIT RESET (Nexus argument specifiessan I_T_L Nexus); and
f) QUERY TASK (Nexus argument specifies an |_T\lZ Q Nexus).

\ssociation] Used to set the TAG field in the TASK frame header:

10

An
no

Ta
are

=

2.1.11 Task Management Request Received transport protoeol service

ify a device server that it has received a TASK frame.

determined.

Task Management Request Received (IN (Nexus, Function Identifier, [Association]))

Table 121 — Task Management Request Received transport protocol service arguments

SSP target port uses the Task Management Request Recgived transport protocol service indication to

ple 121 shows how the arguments to the Task Management Request Received transport protocol servjce

rgument SAS SSP implementation

a) J_TRindicated by the connection;

in the TASK frame header.

I_T_L nexus'er I_T_L_Q nexus (depending on the Function Identifier), where:

exus b)( Lindicated by the LOGICAL UNIT NUMBER field in the TASK frame header; and
c)) Q (foran |_T_L_Q nexus) indicated by the TAG OF TASK TO BE MANAGED field

management functions are supported:

unction identifier

d) CLEAR TASK SET (Nexus argument specifies

From the TASK MANAGEMENT FUNCTION field in the TASK frame. Only these task
a) ABORT TASK (Nexus argument specifies an |_T_L_Q Nexus);
b) ABORT TASK SET (Nexus argument specifies an |_T_L Nexus);
¢) CLEAR ACA (Nexus argument specifies an |_T_L Nexus);

e) LOGICAL UNIT RESET (Nexus argument specifies an |_T_L Nexus); and

an |_T_L Nexus);

T QUERY TASK (NEXUS argument Specifies an I_T_L_Q Nexus).

[Association] Indicated by the TAG field in the TASK frame header.

10.2.1.12 Task Management Function Executed transport protocol service

A device server uses the Task Management Function Executed transport protocol service response to request
that an SSP target port transmit a RESPONSE frame.

Task Management Function Executed (IN (Nexus, Service Response, [Association]))
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A device server shall only call Task Management Function Executed () after receiving Task Management
Request Received ().

Table 122 shows how the arguments to the Task Management Function Executed transport protocol service

are used.
Table 122 — Task Management Function Executed transport protocol service arguments
Argument SAS SSP implementation
Tt mexusori_T_C_Qnexus (depending o the furnction), Where:
a) |_T used to select a connection;
Nexus b) L used to set the LOGICAL UNIT NUMBER field in the RESPONSE frame-headey;
and
c) Q (foran |_T_L_Q nexus) indirectly used to set the TAG field in the

RESPONSE frame header.

$ervice Response

a)

b)

c)

d)

Used to set the DATAPRES field and RESPONSE CODE field in the RESPONSE frame

FUNCTION REJECTED: The DATAPRES field is set to,RESPONSE_DATA
and the RESPONSE CODE field is set to TASK MANAGEMENT FUNCTION
NOT SUPPORTED or INVALID LOGICAL UNIT:

FUNCTION COMPLETE: The RESPONSE frathe DATAPRES field is set to
RESPONSE_DATA and the RESPONSE COBE-field is set to TASK
MANAGEMENT FUNCTION COMPLETE;

FUNCTION SUCCEEDED: The RESPONSE frame DATAPRES field is set to
RESPONSE_DATA and the RESP@NSE CODE field is set to TASK
MANAGEMENT FUNCTION SUCCEEDED; or

SERVICE DELIVERY OR SUBSYSTEM FAILURE: The RESPONSE frame|
DATAPRES field is set to RESPONSE_DATA and the RESPONSE CODE field is
set to INVALID FRAME erTASK MANAGEMENT FUNCTION FAILED.

[Association]

Used to set the TAG field in.the RESPONSE frame header.

10
An

RE

2.1.13 Received Task Management Functjon-Executed transport protocol service

SSP initiator port uses the Received Task Management Function-Executed transport protocol serv
copfirmation to notify an application client that it has received a response to a TASK frame (e.g., receive

SPONSE frame or a NAK).

Received Task Management Function-Executed (IN (Nexus, Service Response, [Association]))

l a



https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

330 14776-150 © ISO/IEC:2004(E)

Table 123 shows how the arguments to the Received Task Management Function-Executed transport protocol
service are determined.

Table 123 — Received Task Management Function-Executed transport protocol service arguments

Argument

SAS SSP implementation

I_T Lnexusorl_T_L_Q nexus (depending on the function), where:

a)
b)

|_T indicated by the connection;
L indicated by the LocicAL UNIT NUMBER field in the RESPONSE frame head

=

Nexus

c)

or TASK frame header; and

Q (foran |_T_L_Q nexus) indirectly indicated by the TAG field in the
RESPONSE frame header, or indicated by the TAG OF TASK TO BE MANAGED
field TASK frame header.

[da)

ervice
esponse

-l

From the response to the TASK frame:

a)

b)

c)

d)

FUNCTION REJECTED: The RESPONSE frame contains‘a DATAPRES field
set to RESPONSE_DATA and a RESPONSE CODE field set to TASK

MANAGEMENT FUNCTION NOT SUPPORTED or INVALID LOGICAL UNIT.

FUNCTION COMPLETE: The RESPONSE frame.contains a DATAPRES field
set to RESPONSE_DATA and a RESPONSE CODENield set to TASK
MANAGEMENT FUNCTION COMPLETE;

FUNCTION SUCCEEDED: The RESPONSE-Aframe contains a DATAPRES fiel
set to RESPONSE_DATA and a RESPONSE CODE field set to TASK
MANAGEMENT FUNCTION SUCCEEDED; or

SERVICE DELIVERY OR TARGET\FAILURE: The RESPONSE frame
contains a DATAPRES field set to, RESPONSE_DATA and a RESPONSE CODE
field set to INVALID FRAME ©r\TASK MANAGEMENT FUNCTION FAILED, ¢
the TASK frame was NAKed.

=

—

\ssociation]

Indicated by the TAG field in the RESPONSE frame header or the TASK frame
header.

10{2.2 Application client error handling

If gn SSP initiator port calls Command-Coemplete Received () and delivers a Service Response of:

a) Service Delivery of Target Failtre - XFER_RDY Information Unit Too Short;
b) Service Delivery of Target\Failure - XFER_RDY Information Unit Too Long;
c) Service Delivery of Target Failure - XFER_RDY Incorrect Write Data Length;
d) Service Delivery of Target Failure - XFER_RDY Requested Offset Error;

e) Service Delivery'of/ Target Failure - XFER_RDY Not Expected;

f)  Service Delivéeryof Target Failure - DATA Incorrect Data Length;

g) Service Delivery of Target Failure - DATA Too Much Read Data,;

h) ServiceDelivery of Target Failure - DATA Data Offset Error;

i) Seryice Delivery of Target Failure - NAK Received; or

i) Service Delivery of Target Failure - Connection Failed,

it hall<abort the command (e.g., by sending an ABORT TASK task management function).

QUERY TASK task management function with Send Task Management Request () to determine whether the
command was received successfully. If Received Task Management Function Executed () returns a Service
Response of FUNCTION SUCCEEDED, the application client shall assume the command was delivered
successfully. If Received Task Management Function Executed () returns a Service Response of FUNCTION
COMPLETE, and Command Complete Received () has not yet been invoked a second time for the command
in question (e.g., indicating a RESPONSE frame arrived for the command before the QUERY TASK was
processed), the application client shall assume the command was not delivered successfully and may reuse

the tag.
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If an application client calls Send Task Management Request () and an SSP initiator port calls Received Task
Management Function Executed () and delivers a Service Response of Service Delivery of Target Failure -
ACK/NAK Timeout, the application client shall call Send Task Management Request () again with identical
arguments.

If an application client calls Send SCSI Command () and an SSP initiator port calls Command Complete
Received () a second time for the command, and the second call includes a Retransmit argument set to one,
the application client shall ignore the second call.

If an application client calls Send Task Management Request () and an SSP initiator port calls Received Task

M4
ing
Af

ap
the
ma

10

If 3
ter
a

>

nagement Function Executed () a second time for the task management function, and the second (¢
ludes a Retransmit argument set to one, the application client shall ignore the second call.

er a Command Complete Received () or Received Task Management Function Executed.()call,
blication client shall not reuse the tag until it determines the tag is no longer in use by the logical unit (e
ACK for the RESPONSE frame was seen by the SSP target port). Examples of ways the application cli
y determine that a tag may be used are:

a) receiving another frame in the same connection;

b) receiving a DONE (NORMAL) or DONE (CREDIT TIMEOUT) in the same,connection; or

c) receiving a DONE (ACK/NAK TIMEOUT) in the same connection, then running a QUERY TASK ta
management function to confirm that the tag is no longer active in the\logical unit.

2.3 Device server error handling

Table 124 — Delivery Result to additional sense code mapping

all

an

g,
ent

device server calls Receive Data-Out () and receives a Delivery’ Result set to a value in table 124, it shall
minate the command with a CHECK CONDITION status with@sense key of ABORTED COMMAND 4
additional sense code as indicated by table 124.

nd

Delivery Result

Additional sense code

DELIVERY FAILURE - DATA OFFSET ERROR DATA OFFSET ERROR

DELIVERY FAILURE - TOO MUCH WRITEDATA

TOO MUCH WRITE DATA

DELIVERY FAILURE - INFORMATIONUNIT TOO SHORT INFORMATION UNIT TOO SHORT

DELIVERY FAILURE - ACK/NAK TIMEOUT ACK/NAK TIMEOUT

DELIVERY FAILURE - NAK RECEIVED NAK RECEIVED

DELIVERY FAILURE - INITIATOR RESPONSE TIMEOUT INITIATOR RESPONSE TIMEOUT

10
Ta

2.4 SCSil transport\protocol event notifications

ble 125 lists the\SCSI transport protocol event notifications supported by this standard.

Table 125 — SCSl transport protocol events

Event notification

SAS SSP implementation

Transport Reset

Receipt of a hard reset sequence (see 4 4 2)

10

10.2.5.1 INQUIRY command

Nexus Lost

Receipt of specific OPEN_REJECTSs for a specific time period (see 4.5)

.2.5 SCS| commands

The vital product data returned by the INQUIRY command (see SPC-3) that shall be returned for a SAS

device is described in 10.2.9.
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.2.5.2 LOG SELECT and LOG SENSE commands

(E)

SAS-specific log pages accessed with the LOG SELECT and LOG SENSE commands (see SPC-3) are
described in 10.2.7.

10

.2.5.3 MODE SELECT and MODE SENSE commands

SAS-specific mode pages accessed with the MODE SELECT and MODE SENSE commands (see SPC-3)
are described in 10.2.6.
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2.5.4 START STOP UNIT command

e power condition states controlled by the START STOP UNIT command (see SBC-2) for a SAS device
scribed in 10.2.8.

2.6 SCSI mode parameters
2.6.1 Disconnect-Reconnect mode page

2.6.1.1 Disconnect-Reconnect mode page overview

e Disconnect-Reconnect mode page (see SPC-3) provides the application.client the means to tune
[formance of the service delivery subsystem. Table 126 defines the parameters which are applicable
P. If any field in the Disconnect-Reconnect mode page is not implemented, the value assumed for
ctionality of the field shall be zero (i.e., as if the field in the mode page'is implemented and the field is se
0).

hnections by means of a MODE SELECT command. The.device server shall then communicate the fi
ues to the SSP target port. The field values are communicated from the device server to the SSP tar
't in a vendor-specific manner.

S devices shall only use the parameter fields defined below in this subclause. If any other fields within
sconnect-Reconnect mode page of the MODESSELECT command contain a non-zero value, the dev

e application client sends the values in the fields to be used by the device server to control the SB

pre

he
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server shall return CHECK CONDITION status for that MODE SELECT command. The sense key shall be set
to ILLEGAL REQUEST and the additional sense code shall be set to ILLEGAL FIELD IN PARAMETER LIST.

Table 126 — Disconnect-Reconnect mode page for SSP

Byte\Bit 7 6 5 4 3 2 1 0
0 PS Reserved PAGE CODE (02h)
1 PAGE LENGTH (OEh)
2 Reserved
3 Reserved
4 (MSB)
BUS INACTIVITY TIME LIMIT

5 (LSB)
6

Reserved
7
8 (MSB)

MAXIMUM CONNECT TIME LIMIT
9 (LSB)
10 (MSB)
MAXIMUM; BURST SIZE

11 (LSB)
12 Reserved
13 Reserved
14 (MSB)

FIRST BURST SIZE
15 (LSB)

The PARAMETERS SAVEABLE (PS) bit is defined in SPC-3.

The PAGE coDE (Ps) field shall be set to 02h.

The PAGE LENGTH field\Shall be set to OEh.

The BUS INACTIVITY, TIME LIMIT field is defined in 10.2.6.1.2.
The MAXIMUM GONNECT TIME LIMIT field is defined in 10.2.6.1.3.
The MAXIMUM BURST SIZE field is defined in 10.2.6.1.4.

Thi FIRST BURST SIZE field is defined in 10.2.6.1.5.

10.2.6.1.2 BUS INACTIVITY TIME LIMIT field

The value in the BUS INACTIVITY TIME LIMIT field contains the maximum period that an SSP target port is
permitted to maintain a connection (see 4.1.10) without transferring a frame to the SSP initiator port. This
value shall be the number of 100 us increments between frames that the SSP target port transmits during a
connection. When this number is exceeded, the SSP target port shall prepare to close the connection (i.e., by
requesting to have the link layer transmit DONE). This value may be rounded as defined in SPC-3. A value of
zero in this field shall specify that there is no bus inactivity time limit. The bus inactivity time limit is enforced by
the port layer (see 8.2.3).
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10.2.6.1.3 MAXIMUM CONNECT TIME LIMIT field

The value in the MAXIMUM CONNECT TIME LIMIT field contains the maximum duration of a connection (see
4.1.10). This value shall be the number of 100 us increments that an SSP target port transmits during a
connection after which the SSP target port shall prepare to close the connection (e.g., a value of one in this
field means that the time is less than or equal to 100 us and a value of two in this field means that the time is
less than or equal to 200 us). If an SSP target port is transferring a frame when the maximum connection time
limit is exceeded, the SSP target port shall complete transfer of the frame before preparing to close the
connection. A value of zero in this field shall specify that there is no maximum connection time limit. The

maximum-connection time limit is enforced h\]/ the port Inynr (enn 82 ’-2)

10}2.6.1.4 MAXIMUM BURST SIZE field

For read data, the value in the MAXIMUM BURST SIZE field contains the maximum amount of data that is
transferred during a connection by an SSP target port per I|_T_L_Q nexus without transferrin@at least gne
fragme for a different I_T_L_Q nexus. If the SSP target port:

a) has read data to transfer for only one I_T_L_Q nexus, and
b) has no requests to transfer write data forany |_T_L_Q nexus;

thg SSP target port shall prepare to close the connection after the amount of data-specified by the maxiMum
BURST SIzE field is transferred to the SSP initiator port.

For write data, the value shall specify the maximum amount of data that-an SSP target port requests via a
single XFER_RDY frame (see 9.2.2.3).

This value shall be specified in 512-byte increments (e.g., a value ofone in this field means that the numbef of
bytes transferred to the SSP initiator port for the nexus is less than' or equal to 512 and a value of two in this
field means that the number of bytes transferred to the SSP initiator port for the nexus is less than or equal to
1 024). The device server may round this value down as defined in SPC-3. A value of zero in this field shall
specify that there is no maximum burst size.

In ferms of the SCSI transport protocol services (see 10.2.1), the device server shall limit the Request Byte
Cdunt argument to the Receive Data-Out () protaeol service and the Send Data-In () protocol service to the
amount specified in this field.

10}2.6.1.5 FIRST BURST SIzZE field

The value in the FIRST BURST SIZE field) contains the maximum amount of write data in 512-byte incremepts
that may be sent by the SSP initiator port to the SSP target port without having to receive an XFER_RDY
frame (see 9.2.2.3) from the SSR:target port (e.g., a value of one in this field means that the number of byfes
transferred by the SSP initiator-port is less than or equal to 512 and a value of two in this field means that the
number of bytes transferred by the SSP initiator port is less than or equal to 1 024).

Specifying a non-zero.value in the FIRST BURST SIZE field is equivalent to an implicit XFER_RDY frame [for
eafh command reguiring write data where the WRITE DATA LENGTH field of the XFER_RDY frame is set to the
51p times the value‘of the FIRST BURST sIZE field.

The rules fordata transferred using the value in the FIRST BURST SIZE field are the same as those used for data
trapsferred-for an XFER_RDY frame (i.e., the number of bytes transferred using the value in the FIRST BURST
siZE fieldds as if that number of bytes was requested by an XFER_RDY frame).

If the-amount of data to be transferred for the command is less than the amount of data specified by the EIRST
BURST sIZE field, the SSP target port shall not transmit an XFER_RDY frame for the command. If the amount
of data to be transferred for the command is greater than the amount of data specified by the FIRST BURST SIzE
field, the SSP target port shall transmit an XFER_RDY frame after it has received all of the data specified by
the FIRST BURST sIZE field from the initiator. All data for the command is not required to be transferred during
the same connection in which the command is transferred.

A value of zero in this field shall specify that there is no first burst size (i.e., an SSP initiator port shall transmit
no data frames to the SSP target port before receiving an XFER_RDY frame).

The first burst size is handled by the SCSI transport protocol services (see 10.2.1) and the SSP transport
layer (see 9.2.6).


https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

14776-150 © I1SO/IEC:2004(E) 335

10.2.6.2 Protocol-Specific Port mode page

10.2.6.2.1 Protocol-Specific Port mode page overview

The Protocol-Specific Port mode page (see SPC-3) contains parameters that affect SSP target port operation.
If the mode page is implemented, all logical units in SCSI target devices in SAS domains supporting the
MODE SELECT or MODE SENSE commands shall implement the page, and there shall be one copy of the

mode page shared by all SSP initiator ports.

If a SAS target device has multiple SSP target ports, changes in the short page parameters for one SSP target

port should not affect other SSP target ports.

Taple 128 defines the subpages of this mode page.

Table 127 — Protocol-Specific Port Control mode page subpages

Subpage Description Reference
Short page Short format 10.2.6.2.2
Long page 00h Not allowed
Long page 01h Phy Control And Discover subpage 10.2.6.2.3
Long page EOh - FEh | Vendor specific
Long page FFh Return all subpages for the Port Contrel:mode page SPC-3
All others Reserved

10{2.6.2.2 Protocol-Specific Port mode page - short format

Parameters in this page shall affect all phys in the SSP_.target port, and may affect all SSP target ports in
SAS target device.

Table 128 defines the format of the page for SAS. SSP.

Table 128 — Protocol-Specific Rart Control mode page for SAS SSP - short format

he

Byte\Bit 7 6 5 4 3 2 1 0

0 PS SPF (Oh) PAGE CODE (19h)
1 PAGE LENGTH (06h)
2 Reserved PROTOCOL IDENTIFIER (6h)
3 Reserved
4 (MSB)

I_T NEXUS LOSS TIME
5 (LSB)
6 (MSB)

INITIATOR RESPONSE TIMEOUT —_—

7 (LSB)

The PARAMETERS SAVEABLE (PS) bit is defined in SPC-3.

The sPF field shall be set to zero for access to the short format mode page.
The PAGE coDE field shall be set to 19h.

The PAGE LENGTH field shall be set to 06h.

The PROTOCOL IDENTIFIER field shall be set to 6h indicating this is a SAS SSP specific mode page.
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The I_T NEXUS LOSS TIME field contains the time that the SSP target port shall retry connection requests to an
SSP initiator port that are rejected with responses indicating the SSP initiator port may no longer be present
(see 8.2.2) before recognizing an |_T nexus loss (see 4.5). Table 129 defines the values of the |_T NEXUS LOSS
TIME field. If this mode page is not implemented, the |_T nexus loss time is vendor specific. This value is
enforced by the port layer (see 8.2.2).

Th
thd
INI
res
res

Table 129 — | _T nexus loss time
Code Description
0000h Vendor-specific amount of time.

0001h to FFFEh Time in milliseconds.

The SSP target port shall never recognize an I_T nexus loss (i.e4, it

FFFFh shall retry the connection requests forever).

NOTE 28 - If this mode page is implemented, the default value of the |_T NEXUS LOSS TIME\field should be
non-zero. It is recommended that this value be 2 000 ms.

E INITIATOR RESPONSE TIMEOUT field contains the time in milliseconds that the.SSP target port shall wait
receipt of a frame (e.g., a write DATA frame) before aborting the commandassociated with that frame.

ponse timeout timer. If this mode page is not implemented, the logical unit shall not implement an initi
ponse timeout timer. This value is enforced by the transport layer (see 9.2.6.3).

[IATOR RESPONSE TIMEOUT field value of zero indicates that the SSP target port shall disable the initigtor

for
An

tor

D
(@]
—

10|2.6.2.3 Protocol-Specific Port mode page - Phy Control And Discover subpage
The Phy Control And Discover subpage contains phy-specific)parameters. Parameters in this page shall affe
only the referenced phy.
Taple 130 defines the format of the subpage for SAS\SSP.
Table 130 — Protocol-Specific Port Control’mode page for SAS SSP - Phy Control And Discover
subpage
Byte\Bit 7 6 5 4 3 2 1 0
0 PS SPF (1b) PAGE CODE (19h)
1 SUBPAGE CODE (01h)
2 (MSB)
PAGE LENGTH (n - 3)
3 (LSB)
4
Reserved
6
7 NUMBER OF PHYS
SAS phy mode descriptors
8 First SAS phy mode descriptor
n Last SAS phy mode descriptor

The PARAMETERS SAVEABLE (PS) bit is defined in SPC-3.
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The sPF field shall be set to one to access the long format mode pages.
The PAGE cODE field shall be set to 19h.
The suBPAGE coODE field shall be set to 01h.

The PAGE LENGTH field shall be set to (4 + (the value of the NUMBER OF PHYS field) x (the length in bytes of the
SAS phy mode descriptor)).

The NUMBER OF PHYS field contains the number of phys in the SAS target device and indicates the number of
SAS phy mode descriptors that follow. This field shall not be changeable.

A BAS phy mode descriptor shall be included for each phy in the SAS target device, starting with the lowest
numbered phy and ending with the highest numbered phy.
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Table 131 defines the SAS phy mode descriptor.

Table 131 — SAS phy mode descriptor

Byte\Bit 7 6 5 4 3 2 1 0
0 Reserved
1 PHY IDENTIFIER
2 Restricted (for SMP PHY CONTROL function’s PHY OPERATION field)
3 Reserved
4 Reserved ATTACHED DEVICE TYPE Reserved
5 Reserved NEGOTIATED PHYSICAN IMNK RATE
ATTACHED | ATTACHED |\ ATTACHED
sSSP STP SMP
6 Reserved Reserve
INITIATOR | INITIATOR | INITIATOR
PORT PORT PORT
ATTACHED, NATTACHED | ATTACHED
sSSP STP SMP
7 Reserved Reserve
TARGET TARGET TARGET
PORT PORT PORT
8
SAS ADDRESS
15
16
ATTACHED SAS ADDRESS
23
24 ATTACHED PHY IDENTIFIER
25
Reserved
31
32 PROGRAMNIED’MINIMUM PHYSICAL LINK RATE HARDWARE MINIMUM PHYSICAL LINK RATE
33 PROGRAMMED MAXIMUM PHYSICAL LINK RATE HARDWARE MAXIMUM PHYSICAL LINK RATE
34
Reserved
41
42
\endor annrifir
43
44
Reserved
47

The PHY IDENTIFIER field, ATTACHED DEVICE TYPE field, NEGOTIATED PHYSICAL LINK RATE field, ATTACHED SSP
INITIATOR PORT bit, ATTACHED STP INITIATOR PORT bit, ATTACHED SMP INITIATOR PORT bit, ATTACHED SSP TARGET
PORT bit, ATTACHED STP TARGET PORT bit, ATTACHED SMP TARGET PORT bit, SAS ADDRESS field, ATTACHED SAS
ADDRESS field, ATTACHED PHY IDENTIFIER, HARDWARE MINIMUM PHYSICAL LINK RATE field, and HARDWARE
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MAXIMUM PHYSICAL LINK RATE field are defined in the SMP DISCOVER function (see 10.4.3.5). These fields

shall not be changeable.

The PROGRAMMED MINIMUM PHYSICAL LINK RATE field and PROGRAMMED MAXIMUM PHYSICAL LINK RATE field are

defined in the SMP PHY CONTROL function (see 10.4.3.10).

10.2.6.3 Protocol-Specific Logical Unit mode page

SSP logical units shall not include the Protocol-Specific Logical Unit mode page (see SPC-3).

10[2.7 SCSl'log parameters

10}2.7.1 Protocol-Specific log page

The Protocol Specific log page for SAS defined in table 132 is used to report errors that have occurred on
SAS target device’s phy(s).

Table 132 — Protocol-Specific log page for SAS

Byte\Bit 7 6 5 4 3 2 1 0
0 PAGE CODE (18h)
1 Reserved
2 (MSB)

PAGE LENGTH (m 33)

3 (LSB)

Protocol-specific log‘parameters

First protecol-specific log parameter

nth protocol-specific log parameter

The PAGE cODE field shall-beset to 18h.

The PAGE LENGTH field\Shall be set to the total length in bytes of the log parameters.



https://standardsiso.com/api/?name=f832114b0d0b980786f2419731185364

340

Table 133 defines the format for a SAS log parameter.

14776-150 © ISO/IEC:2004(E)

Table 133 — Protocol-Specific log parameter format for SAS

Byte\Bit 7 6 5 4 3 2 1 0
0 (MSB)
PARAMETER CODE (relative target port identifier)
1 (LSB)
2 DU DS TSD ETC T™MC LBIN LP
3 PARAMETER LENGTH (y - 3)
4 Reserved PROTOCOL IDENTIFIER (6h)
5
Reserved
6
7 NUMBER OF PHYS
SAS phy log descriptors
8
First SAS phy log deseriptor
Last SAS‘phy log descriptor
y

Th
thi

Ta

ble 134 defines the values for the log parameter control bits for this log parameter.

Table 134=— Parameter control bits for SAS log parameters

P PARAMETER CODE field contains the relative target port identifier (see SPC-3) of the SSP target port t
5 log parameter describes.

hat

Bit Value Description

DY 0 The value is provided by the device server.

DS 0 The device server supports saving of the parameter.
TSD 0 The device server manages saving of the parameter.
ETC 0 No threshold comparison is made on this value.
T™C any This field is ignored when the ETC bit is 0.
LBIN 1 The parameter is in binary format.

LP 1 The parameter is a list parameter.

The PARAMETER LENGTH field is set to the length of the log parameter minus three.

The PROTOCOL IDENTIFIER field is set to 6h.

The NUMBER OF PHYS field contains the number of SAS phy log descriptors that follow.
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Table 135 defines the SAS phy log descriptor. Each SAS phy log descriptor is the same length.

Table 135 — SAS phy log descriptor

Byte\Bit 7 6 5 4 3 2 1 0

0 Reserved

1 PHY IDENTIFIER

Reserved

4 Reserved ATTACHED DEVICE TYPE Reserved

5 Reserved NEGOTIATED PHYSICAL LINK RATE

ATTACHED | ATTACHED |\ ATTACHED

sSSP STP SMP
6 Reserved Reserved
INITIATOR | INITIATOR | INITIATOR
PORT PORT PORT

ATTACHED NAFTACHED | ATTACHED
SSP STP SMP

7 Reserved Reserved
TARGET TARGET TARGET
PORT PORT PORT
8
SAS ADDRESS
15
16
ATTACHED SAS ADDRESS
23
24 ATTACHED PHY IDENTIFIER
25
Reserved
31
32 (MSB)
INVALID DWORD COUNT
35 (LSB)
36 (MSB)
RUNNING DISPARITY ERROR COUNT
39 (LSB)
40 (MSB)
LOSS OFE DWORD SYNCHPOMNZATION
43 (LSB)
44 (MSB)
PHY RESET PROBLEM I—
47 (LSB)

The PHY IDENTIFIER field, ATTACHED DEVICE TYPE field, NEGOTIATED PHYSICAL LINK RATE field, ATTACHED SSP
INITIATOR PORT bit, ATTACHED STP INITIATOR PORT bit, ATTACHED SMP INITIATOR PORT bit, ATTACHED SSP TARGET
PORT bit, ATTACHED STP TARGET PORT bit, ATTACHED SMP TARGET PORT bit, SAS ADDRESS field, ATTACHED SAS
ADDRESS field, and ATTACHED PHY IDENTIFIER field are defined in the SMP DISCOVER function (see 10.4.3.5).
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The INVALID DWORD COUNT field, RUNNING DISPARITY ERROR COUNT field, LOSS OF DWORD SYNCHRONIZATION
field, and PHY RESET PROBLEM COUNT field are each defined in the SMP REPORT PHY ERROR LOG response
data (see 10.4.3.6).

10

10

.2.8 SCSI power conditions

.2.8.1 SCSI power conditions overview

The logical unit power condition states from the Power Condition mode page (see SPC-3) and START STOP
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1T command (cnn QR(‘.?)7 if imllr_\lt:mt:r\i'n:\d1 shall interact with the NOTIEY (IZI\IARI E_SPINL ID) primif

e 7.2.5.9) to control temporary consumption of additional power (e.g., spin-up of rotating media)
scribed in this subclause.

e logical unit uses NOTIFY (ENABLE SPINUP) to:

a) automatically spin-up after power on; and
b) delay spin-ups requested by START STOP UNIT commands.

2.8.2 SA_PC (SCsl application layer power condition) state machine

2.8.2.1 SA_PC state machine overview

e SA_PC (SCsSI application layer power condition) state machine describes how the SAS target dev
cesses logical unit power condition state change requests and NOTIFY-(ENABLE SPINUP) if it is a S(
pet device.

NOTE 29 - This state machine is an enhanced version of the logical unit power condition state machines
described in SPC-3 and SBC-2.

s state machine consists of the following states:

a) SA PC _0:Powered_On (see 10.2.8.2.2)(initialstate);

b) SA PC_1:Active (see 10.2.8.2.3);

c) SA _PC_2:dle (see 10.2.8.2.4);

d) SA _PC_g3:Standby (see 10.2.8.2.5);

e) SA_PC_4:Stopped (see 10.2.8.2.6)(specific to SBC-2 logical units);
f) SA_PC_5:Active_Wait (see 10.2:8.2.7)(specific to SAS devices); and
g) SA _PC_6:ldle_Wait (see 10.2.8.2.8)(specific to SAS devices).

s state machine stall start in therSA_PC_0:Powered_On state after power on.

I transitions based on receipt of a START STOP UNIT command with the IMMED bit is set to one, {
mmand may complete'with GOOD status before any operation that occurs as a result of the value in
ER CONDITIONS field-completes.
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Figure 118 describes the SA_PC state machine.

SA_PC (SCsSl application layer power condition) state machine
[0 The SA_PC_1:Active, SA_PC_2:ldle, and SA_PC_3:Standby states are
SA PC 0 available to any type of logical unit.
PowEred_dn [J The SA_PC_4:Stopped state is specific to SBC-2 logical units.
= The SA_PC_5:Active_Wait and SA_PC_6:Idle_Wait states are specific to
A ctivie logical units in SAS devices.
L Sto SA_PC_3:
l Standby
) —I|dle
Active—
SA_PC_5: < SA_PC_6:
Active_Wait P 1 Idle_Wait
| Standby Standby—
SA_PC_1: SA.PC_2:
Active Idle
;’
—Standby —Stoh Standby—
— > -t
NOTIFY . PR A NOTIFY
(ENABLE —ldle > (ENABLE
SPINUP) | A A —Active— SPINUP)
—Stop—\ (-Stop—
—|d|C AIN—"T~ T~ >
- T “T™~—T- Active—
—Stop SA_PC _4: Stop—
Stopped
il >
\.Standby—
;’
«—
L
¢
Active—
—Idle J
~ >
QD
Figure 118 — SA_PC (SCSI application layer power condition) state machine for SAS

10.2.8.2.2 SA_PC_0:Powered_On state

10.2.8.2.2.1 State description

This state shall be entered upon power on. This state consumes zero time.

10.2.8.2.2.2 Transition SA_PC_0:Powered_On to SA_PC_4:Stopped
This transition shall occur if the SAS device has been configured to start in the SA_PC_4:Stopped state.
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10.2.8.2.2.3 Transition SA_PC_0:Powered_On to SA_PC_5:Active_Wait
This transition shall occur if the SAS device has been configured to start in the SA_PC_5:Active_Wait state.
10.2.8.2.3 SA_PC_1:Active state

10.2.8.2.3.1 State description

While in this state, rotating media in block devices shall be active (i.e., rotating or spinning).

S SPC-3 for more details about this state

10)2.8.2.3.2 Transition SA_PC_1:Active to SA_PC_2:Idle
This transition shall occur if:

a) a START STOP UNIT command with the POWER CONDITION field set to IDLE is received,

b) a START STOP UNIT command with the POWER CONDITION field set to FORCE_IBNE 0 is received];
or

c) the Power Condition mode page idle condition timer expires.

10}2.8.2.3.3 Transition SA_PC_1:Active to SA_PC_3:Standby

Thijs transition shall occur if:

a) a START STOP UNIT command with the POWER CONDITION field . set to STANDBY is received;

b) a START STOP UNIT command with the POWER CONDITIONAjeld set to FORCE_STANDBY_O is
received; or

c) the Power Condition mode page standby condition timér expires.

10}2.8.2.3.4 Transition SA_PC_1:Active to SA_PC_4:Stopped

Thijs transition shall occur if:

a) a START STOP UNIT command with the START bit set to zero is received.
10)2.8.2.4 SA_PC_2:Idle state

10]2.8.2.4.1 State description
While in this state, rotating mediasin block devices shall be active (i.e., rotating or spinning).

See SPC-3 for more details about this state.

10)2.8.2.4.2 Transition SA) PC_2:ldle to SA_PC_1:Active
This transition shall ¢ecur if:

a) a START.STOP UNIT command with the START bit set to one is received;
b) a START STOP UNIT command with the POWER CONDITION field set to ACTIVE is received; or
c) a.command is received which requires the active power condition.

10}2.8.2.4.3 Transition SA_PC_2:ldle to SA_PC_3:Standby

ThisTransition shail occur 1.

a) a START STOP UNIT command with the POWER CONDITION field set to STANDBY is received;
b) a START STOP UNIT command with the POWER CONDITION field set to FORCE_STANDBY_O is
received; or
c) the Power Condition mode page standby condition timer expires.
10.2.8.2.4.4 Transition SA_PC_2:ldle to SA_PC_4:Stopped
This transition shall occur if:

a) a START STOP UNIT command with the START bit set to zero is received.
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10.2.8.2.5 SA_PC_3:Standby state

10.2.8.2.5.1 State description
While in this state, rotating media in block devices shall be stopped.

See SPC-3 for more details about this state.

10.2.8.2.5.2 Transition SA_PC_3:Standby to SA_PC_4:Stopped

Thistransition-shall occurif:

a) a START STOP UNIT command with the START bit set to zero is received.

10}2.8.2.5.3 Transition SA_PC_3:Standby to SA_PC_5:Active_Wait
This transition shall occur if:

a) a START STOP UNIT command with the START bit set to one is received;
b) a START STOP UNIT command with the POWER CONDITION field set to ACTIVEis received; or
¢) acommand is received which requires the active power condition.

For transitions based on a START STOP UNIT command with the IMMED bit sét’to zero, the command shall
nof complete with GOOD status until this state machine reaches the SA_PC 1:Active state.
10}2.8.2.5.4 Transition SA_PC_3:Standby to SA_PC_6:1dle_Wait

This transition shall occur if:

a) a START STOP UNIT command with the POWER CONDITION field set to IDLE is received,

b) a START STOP UNIT command with the POWER CONDITION field set to FORCE_IDLE_O is received];
or

c) acommand is received which requires the idlegower condition.

For transitions based on a START STOP UNIT comimand with the IMMED bit set to zero, the command shall
nof complete with GOOD status until this state machine reaches the SA_PC_2:ldle state.

10}2.8.2.6 SA_PC_4:Stopped state

10}2.8.2.6.1 State description
This state is only implemented in_block devices.
While in this state, rotating media shall be stopped.

See SBC-2 for more details about this state.

10}2.8.2.6.2 Transition SA_PC_4:Stopped to SA_PC_3:Standby
This transition.shall occur if:

a) a START STOP UNIT command with the POWER CONDITION field set to STANDBY is received; or
b) , @START STOP UNIT command with the POWER CONDITION field set to FORCE_STANDBY_O is
received.

10.2.8.2.6.3 Transition SA_PC_4:Stopped to SA_PC_5:Active_Wait
This transition shall occur if:

a) a START STOP UNIT command with the START bit set to one is received; or
b) a START STOP UNIT command with the POWER CONDITION field set to ACTIVE is received.

If the IMMED bit is set to zero, the START STOP UNIT command shall not complete with GOOD status until this
state machine reaches the SA_PC_1:Active state.
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10.2.8.2.6.4 Transition SA_PC_4:Stopped to SA_PC_6:ldle_Wait
This transition shall occur if:

a) a START STOP UNIT command with the POWER CONDITION field set to IDLE is received; or
b) a START STOP UNIT command with the POWER CONDITION field set to FORCE_IDLE_O is received.

If the IMMED bit is set to zero, the START STOP UNIT command shall not complete with GOOD status until this
state machine reaches the SA_PC_2:Idle state.

10,2.8.2. L. SA_PC 5. Active \Wait state

10}2.8.2.7.1 State description
Thjs state shall only be implemented in SAS devices.

While in this state, rotating media in block devices shall be stopped and the device server is'not capablg of
prgcessing media access commands. Any media access commands received while in this(state shall cayse
the device server to terminate the command with CHECK CONDITION status with”a sense key of NDT
READY and an additional sense code of LOGICAL UNIT NOT READY, INIMALIZING COMMAIND
REQUIRED.

10}2.8.2.7.2 Transition SA_PC_5:Active_Wait to SA_PC_1:Active
This transition shall occur if:

a) a NOTIFY (ENABLE SPINUP) is detected; or

b) the SAS device does not consume additional power as adesult of the transition to SA_PC_1:Active.
10]2.8.2.7.3 Transition SA_PC_5:Active_Wait to SA_PC_3:Standby
This transition shall occur if:

a) a START STOP UNIT command with the PQWER CONDITION field set to STANDBY is received;

b) a START STOP UNIT command with the POWER CONDITION field set to FORCE_STANDBY_O is
received; or

c) the Power Condition mode page standby condition timer expires.

10}2.8.2.7.4 Transition SA_PC_5:Active Wait to SA_PC_4:Stopped

Thjs transition shall occur if a START. STOP UNIT command with the START bit set to zero is received.

10}2.8.2.7.5 Transition SA /PE-/5:Active_Wait to SA_PC_6:ldle_Wait
Thijs transition shall occut if:

a) a START STOP UNIT command with the POWER CONDITION field set to IDLE is received,

b) a START.STOP UNIT command with the POWER CONDITION field set to FORCE_IDLE_O is received];
or

c) thedawer Condition mode page idle condition timer expires.

For transitions based on a START STOP UNIT command with the IMMED bit set to zero, the command shall
nof complete with GOOD status until this state machine reaches the SA_PC_2:ldle state.

10.2.8.2.8 SA_PC_6:Idle_Wait state

10.2.8.2.8.1 State description
This state shall only be implemented in SAS devices.

While in this state, rotating media in block devices shall be stopped and the device server is not capable of
processing media access commands. Any media access commands received while in this state shall cause
the device server to terminate the command with CHECK CONDITION status with a sense key of NOT
READY and an additional sense code of LOGICAL UNIT NOT READY, INITIALIZING COMMAND
REQUIRED.
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10.2.8.2.8.2 Transition SA_PC_6:ldle_Wait to SA_PC_2:Idle

This transition shall occur if:

10

a) a NOTIFY (ENABLE SPINUP) is detected; or
b) the SAS device does not consume additional power as a result of the transition to SA_PC_2:Idle.

.2.8.2.8.3 Transition SA_PC_6:Idle_Wait to SA_PC_3:Standby

This transition shall occur if:

10
Th

10
Th

Fo
n

o

a) a START STOP UNIT command with the POWER CONDITION field set to STANDBY Is received,

b) a START STOP UNIT command with the POWER CONDITION field set to FORCE_STANDBY_0 iS
received; or

c) the Power Condition mode page standby condition timer expires.

2.8.2.8.4 Transition SA_PC_6:ldle_Wait to SA_PC_4:Stopped

s transition shall occur if a START STOP UNIT command with the START bit set to zero is received.

2.8.2.8.5 Transition SA_PC_6:ldle_Wait to SA_PC_5:Active_Wait
s transition shall occur if:

a) a START STOP UNIT command with the POWER CONDITION field setjto ACTIVE is received; or
b) acommand is received which requires the active power conditien.

I transitions based on a START STOP UNIT command with the\MMED bit set to zero, the command s
complete with GOOD status until this state machine reachesythe SA_PC_1:Active state.

all
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SPC-3).
Table 136 — Device Identification VPD page required identification descriptors
Field in Identification descriptor
identification
descriptor Logical unit name | Target port identifier Eilst:\d/;ﬁ;?;t Targr:a;r?]zwce
IDENTIFIER 4h (i.e., relative
3h (i.e., NAA) 3h (i.e., NAA) target port 3hdqize:, NAA)
TYPE . o
identifier)
| SSOCIATION Oh (i.e., logical unit 1h (i.e., SCSl target | 1h(i.e., SCSI target 2h (i.e., SQSI
port) port) target device)
CODE SET 1h (i.e., binary) 1h (i.e., binary) 1h (i.e., binary) 1h (i.e., binary)
IDENTIFIER
a b
LENGTH 8 “orl6 8 4 8
Plv (PROTOCOL
IDENTIFIER 0 1 0 1
VALID)
PROTOCOL . .
IDENTIFIER Any 6h (i.e., SAS) Any 6h (i.e., SAS)
NAA IEEE ?&ﬁlggrget ports
H a
Registered format NAA IEEE Registered | numbered NAA IEEE
IDENTIFIER or NAA |IEEE ac il Registered
. d format sequentially a
Registere starting with format
Extended format 8 00000001h ¢
B The IDENTIFIER field contains.an NAA field set to 5h (i.e., IEEE Registered); the IDENTIFIER LENGTH field |s
set to 8.
P The IDENTIFIER field contains an NAA field set to 6h (i.e., IEEE Registered Extended); the IDENTIFIER
| LENGTH field is set.t0.16.
- The IDENTIFIER field-contains the SAS address of the SSP target port through which the INQUIRY
command was-received.
! The IDENTIFERfield contains the relative target port identifier of the SSP target port through which the
INQUIRY\eemmand was received.
The SAS(target device shall use different identifiers for each logical unit name, each target port identifier, gnd
theg target device name.

Logical units may include additional identification descriptors than those required by this standard (e.g., SCSI
target devices with SCSI target ports using other SCSI transport protocols may return additional target device
names for those other SCSI transport protocols.)

10.3 ATA application layer

No SAS-specific ATA features are defined.
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10.4 Management application layer

10.4.1 READY LED signal behavior

A SAS target device uses the READY LED signal to activate an externally visible LED that indicates the state
of readiness and activity of the SAS target device. The READY LED signal electrical characteristics are
described in 5.4. All SAS target devices using the SAS plug connector (see 5.2.3.2) shall support the READY
LED signal.

The system is not required to generate any visual output when the READY LED signal is asserted. Additional

vendor-specific flashing patterns may be used to signal vendor-specific conditions.

A BAS target device containing an SSP target port shall transmit the READY LED signal using the_follow
pajterns:

a) Ifthe SAS target device is in the standby or stopped power condition state (see 10.2.8), i'shall assgrt
the READY LED signal while processing a command (i.e., the LED is usually off, but-flashes on when

SA

When the SAS target device has reached a state stable enough for it to be removed without mechanica

el

SA
pa

10

Thie management application elient and management device server use a four-step process to perfo

mg

commands are processed). The SAS target device may be removed with no danger of mechanical
electrical damage in this state;

b) If the SAS target device has rotating media and is in the process of performing a spin-up or
spin-down, it shall assert and negate the READY LED signal with a 1 s&.0;1 s cycle using a 50 %
10 % duty cycle (i.e., LED is on for 0,5 s and off for 0,5 s);

c) If the SAS target device is in the active or idle power condition state(see 10.2.8), it shall assert theg
READY LED signal continuously except when the SAS target device is processing a command.
When processing a command, the SAS target device shall toggle the READY LED signal in a
vendor-specified manner (e.g., the LED is usually on, butisimomentarily off when commands are
processed); or

d) If the SAS target device is formatting the media, it shall toggle the READY LED signal in a
vendor-specific manner (e.g., with each cylinder change on a disk drive).

S target devices with rotating media transition frompattern c) to pattern b) during the spin-down proce

ctrical damage, it shall change from pattern b). o pattern a).

S target devices without SSP target partsymay transmit the READY LED signal using vendor-spec
terns.

4.2 Management protocol services

nagement functions:

1) The managementapplication client invokes Send SMP Function;

2) The SMP targetport invokes SMP Function Received;

3) The managément device server invokes Send SMP Function Response; and
4) The SMPRinitiator port invokes Received SMP Function Complete.

ng

or

I+
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An SMP request frame is sent by an SMP initiator port to request an SMP function be performed by a

management device server. Table 137 defines the SMP request frame format.

Table 137 — SMP request frame format

Byte\Bit 7 5 4 3 1 0

0 SMP FRAME TYPE (40h)
1 FUNCTION
2

Reserved
3
4

ADDITIONAL REQUEST BYTES
Fill bytes, if needed
n-3 (MSB)
CRG

n (LSB)

Th
by

P SMP FRAME TYPE field is included in each frame format defined in this clause, although that field is parg
the SMP transport layer (see 9.4). The sMp FRAME\TYPE field is set to 40h.
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The FuNCTION field specifies which SMP function is being requested and is defined in table 138. If the value in
the FUNCTION field is not supported by the SMP target port, it shall return a function result of UNKNOWN SMP
FUNCTION as described in table 140.

Table 138 — SMP functions

Request
frame Response
Code SMP function Description o framesize | Reference
size (in :
ptaay | (IN Dytes)
Uy LCO}
REPORT Return general information
00h GENERAL about the device 8 32 14433
REPORT
0lh | MANUFACTURER E‘;tn“ﬂr]fi‘c‘;fi';‘ior and product 8 64 10.4.3.4
INFORMATION
02h - OFh | Reserved for general SMP input functions
10h DISCOVER | Retur information about the 16 56 10.4.3.5
specified phy
Return error logging
REPORT PHY . . -
11h ERROR LOG information about the specified 16 32 10.4.3.6
phy
REPORT PHY Return information about a
12h SATA phy currently attached to.a 16 60 10.4.3.7
SATA device
REPORT ROUTE . .
13h INEORMATION Return route table‘information 16 44 10.4.3.8
14h - 1Fh | Reserved for phy-based SMP inputfunctions
P0h - 3Fh | Reserved for SMP input funetions
0h - 7Fh | Vendor specific
B0h - 8Fh | Reserved for general'SMP output functions
CONFIGURE
90h ROUTE ﬁ?:rrr‘ﬁ:ﬂfn”te table 44 8 10.4.3.9
INFORMATION
91h PHY-GONTROL | Reguestactions by the 44 8 10.4.3.10
specified phy
02h - 9Fh | Reserved for phy-based SMP output functions
AOh - BRh, ) 'Reserved for SMP output functions
COhe-'FFh | Vendor specific

The ADDITIONAL REQUEST BYTES field definition and length is based on the SMP function. The maximum size of
the ADDITIONAL REQUEST BYTES field is 1 024 bytes, making the maximum size of the frame 1 032 bytes (1 024
bytes of data + 4 bytes of header + 4 bytes of CRC).

Fill bytes shall be included after the ADDITIONAL REQUEST BYTES field so the cRc field is aligned on a four byte
boundary. The contents of the fill bytes are vendor specific.

The cRc field is included in each request frame format defined in this clause, although that field is defined by
the SMP transport layer (see 9.4.1) and parsed by the SMP link layer (see 7.18).
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10.4.3.2 SMP function response frame format

An SMP response frame is sent by an SMP target port in response to an SMP request frame. Table 139
defines the SMP response frame format.

Table 139 — SMP response frame format

Byte\Bit 7 6 5 4 3 2 1 0
0 SMP FRAME TYPE (41h)
1 FUNCTION
2 FUNCTION RESULT
3 Reserved
4

ADDITIONAL RESPONSE BYTES

Fill bytes, if needed

n-3 (MSB)

CRC
n (LSB)

The smp FRAME TYPE field is included in each frame format.defined in this clause, although that field is parged
by[the SMP transport layer (see 9.4). The sMP FRAME TYPRE field is set to 41h.

The FUNCTION field indicates the SMP function to which-this frame is a response, and is defined in table 13§
10}4.3.1.

n
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The FUNCTION RESULT field is defined in table 140.

Table 140 — Function results

Code Name SMP function(s) Description
SMP EUNCTION The SMP target port supports thg SMP fuqctlon;
00h All the ADDITIONAL RESPONSE BYTES field contains the
ACCEPTED . .
requested information.
Ime SVIF larget port aoes not support tne
o1h UNKNOWN SMP Unknown requested SMP function; the ADDITIONAL
FUNCTION RESPONSE BYTES field may be present but'shall
be ignored.
The SMP target port supports the SMP function
SMP FUNCTION but the requested SMP function‘failed. The
02h All
FAILED ADDITIONAL RESPONSE BYTES‘may be present bu
shall be ignored.
The SMP target port&upports the SMP function
INVALID but the request frame length was invalid (i.e., dif
03h REQUEST FRAME All not match the frame size defined for the
LENGTH function). The ADDITIONAL RESPONSE BYTES may|
be present but shall be ignored.
DISCOVER, REPORT
PHY ERROR LOG, The phy specified by the PHY IDENTIFIER field
REPORT PHY SATA, | does not exist (i.e., the value is not within the
10h PHY DOES NOT REPORT ROUTE range of zero to the value of the NUMBER OF PHYB
EXIST INFORMATION, field reported in the REPORT GENERAL
CONFIGURE RQUTE | function). The ADDITIONAL RESPONSE BYTES field
INFORMATION{ZPHY | may be present but shall be ignored.
CONTROL
The phy specified by the PHY IDENTIFIER field
does not have the table routing attribute (see
REpoRT RoUTE | 16T 0 e exbaner e o sheclea
11h INDEXDOES NOF INFORMATION, (i.e., the value is not in the range of 0000h to the
EXIST CONFIGURE ROUTE Y 9 - . i
INEORMATION value of the EXPANDER ROUTE INDEXES field in the
REPORT GENERAL function). The ADDITIONAL
RESPONSE BYTES field may be present but shall
be ignored.
The phy specified by the PHY IDENTIFIER field is
PHY DOES NOT not part of an STP target port. The ADDITIONAL
12h SUPPORT SATA REPORT PHY SATA RESPONSE BYTES field may be present but shall
be ignored.
Fhe upclatiun apcbiﬁcu‘ 'uy thePHY OPERATION
UNKNOWN PHY field is unknown. The SMP function had no affect.
13h OPERATION PHY CONTROL The ADDITIONAL RESPONSE BYTES field may be
present but shall be ignored.
All others | Reserved

The ADDITIONAL RESPONSE BYTES field definition depends on the SMP function requested. The maximum size
of the ADDITIONAL RESPONSE BYTES field is 1 024 bytes, making the maximum size of the frame 1 032 bytes
(1 024 bytes of data + 4 bytes of header + 4 bytes of CRC).
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boundary. The contents of the fill bytes are vendor specific.

The cRc field is included in each response frame format defined in this clause, although that field is defined by

the SMP transport layer (see 9.4.1) and parsed by the SMP link layer (see 7.18).

10.4.3.3 REPORT GENERAL function

The REPORT GENERAL function returns general information about the SAS device (e.g., a SAS device

contained in an expander device). This SMP function shall be implemented by all SMP target ports.

Table 141 defines the request format.

Table 141 — REPORT GENERAL request

Byte\Bit 7 6 5 4 3 2 1 0
0 SMP FRAME TYPE (40h)
1 FUNCTION (00h)
2
Reserved
3
4 (MSB)
CRC
7 (LSB)

The sMP FRAME TYPE field shall be set to 40h.

The FUNCTION field shall be set to 00h.
The cRrc field is defined in 10.4.3.1.
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Table 142 defines the response format.

Table 142 — REPORT GENERAL response

Byte\Bit 7 6 5 4 3 2 1 0
0 SMP FRAME TYPE (41h)
1 FUNCTION (00h)
2 FUNCTION RESULT
3 Reserved
4 (MSB)
EXPANDER CHANGE COUNT
5 (LSB)
6 (MSB)
EXPANDER ROUTE INDEXES
7 (LSB)
8 Reserved
9 NUMBER OF PHYS
10 Reserved CONFIGURING CONF'GURABL_E
ROUTE TABLE
11
Reserved
27
28 (MSB)
CRC
31 (LSB)
The smp FRAME TYPE field shall be setto 41h.
The FUNCTION field shall be set to-00h.
The FUNCTION RESULT field i§ defined in 10.4.3.2.
Thie EXPANDER CHANGE.€OUNT field counts the number of BROADCAST (CHANGE)s originated by [an
expander device (see 7711). Expander devices shall support this field. Other device types shall not support
thig field. This field shall be set to zero at power on. The expander device shall increment this field at lepst
onfe when it transmits a BROADCAST (CHANGE) for one of the following reasons:
a) after.an expander phy has lost dword synchronization and restarted the link reset sequence (see 6]7);
b) after the link reset sequence completes on an expander phy; or
¢y \after a self-configuring expander device has completed configuration and has changed its CONFIG-
URING bit from one to zero.

The expander device need not increment this field again unless a REPORT GENERAL response is
transmitted. This field shall not be incremented when forwarding a BROADCAST (CHANGE) from another
expander device. The EXPANDER CHANGE COUNT field shall wrap to zero after the maximum value (i.e., FFFFh)

has been reached.

NOTE 30 - Application clients that use the EXPANDER CHANGE COUNT field should read it often enough to
ensure that it does not increment a multiple of 65 536 times between reading the field.
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The EXPANDER ROUTE INDEXES field contains the maximum number of route indexes per phy for the expander
device (see 4.6.7.3). Expander devices shall support this field. Other device types shall not support this field.
Not all phys in an edge expander device are required to support the maximum number indicated by this field.

If an edge expander device supports an expander route table, then the number of expander route indexes for
each phy identifier shall be greater than or equal to the number of addressable phys downstream from the
edge expander phy.

Th

e NUMBER OF PHYS field contains the number of phys in the device, including any virtual phys.

a

BROADCAST (CHANGE) being originated.
The CONFIGURABLE ROUTE TABLE bit indicates whether the expander device has an expander route table that is
required to be configured with the SMP CONFIGURE ROUTE INFORMATION function(see 4.6.7.3). An
expander device with a configurable route table shall have the CONFIGURABLE ROUTE TABLE bit set to one. |An
expander device without a configurable route table shall have the CONFIGURABLE ROUTE,TABLE bit set to zerp.
The crc field is defined in 10.4.3.2.
10{4.3.4 REPORT MANUFACTURER INFORMATION function
The REPORT MANUFACTURER INFORMATION function returns vendef and product identification. This
SMP function may be implemented by any SMP target port.
Table 143 defines the request format.
Table 143 — REPORT MANUFACTURER INFORMATION request
Byte\Bit 7 6 5 4 3 2 1 0

0 SMP'FRAME TYPE (40h)

1 FUNCTION (01h)

2

Reserved
3
4 (MSB)
CRC

7 (LSB)
The sMp FRAME TYPEfield shall be set to 40h.
The FUNCTIONigld shall be set to 01h.

Th

P CRC fieldvis defined in 10.4.3.1.
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Table 144 defines the response format.

Table 144 — REPORT MANUFACTURER INFORMATION response

Byte\Bit 7 6 5 4 3 2 1 0
0 SMP FRAME TYPE (41h)
1 FUNCTION (01h)
2 FUNCTION RESULT
3 Reserved
4
Ignored
7
8 Reserved
9
Ignored
10
11 Reserved
12 (MSB)
VENDOR IDENTIFICATION
19 (LSB)
20 (MSB)
PRODUCT IDENTIFICATION
35 (LSB)
36 (MSB)
PRODUCT REVISION LEVEL
39 (LsSB)
40
Vendor specific
59
60 (MSB)
CRC
63 (LSB)
The smP FRAME TYPE field shall be set to 41h.
The FUNETION field shall be set to 01h.
The@®uUNCTION RESULT field is defined in 10.4.3.2.

The VENDOR IDENTIFICATION field contains eight bytes of ASCII data identifying the vendor of the product. The
data shall be left aligned within the field. The vendor identification string shall be one assigned by INCITS for
use in the Standard INQUIRY data VENDOR IDENTIFICATION field. A list of assigned vendor identification strings

is in SPC-3 and on the T10 web site (http://www.t10.0rg).

The PRODUCT IDENTIFICATION field contains sixteen bytes of ASCII data as defined by the vendor. The data

shall be left aligned within the field.

The PRODUCT REVISION LEVEL field contains four bytes of ASCII data as defined by the vendor. The data shall

be left-aligned within the field.
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ASCII data fields shall contain only graphic codes (i.e., code values 20h through 7Eh). Left-aligned fields shall
place any unused bytes at the end of the field (highest offset) and the unused bytes shall be filled with space
characters (20h).

The cRrc field is defined in 10.4.3.2.

10.4.3.5 DISCOVER function

The DISCOVER function returns the physical link configuration information for the specified phy. This SMP
function provides information from the IDENTIFY address frame received by the phy and additional
phf/-specific information. This SMP function shall be implemented by all SMP target ports.

Table 145 defines the request format.

Table 145 — DISCOVER request

Byte\Bit 7 6 5 4 3 2 1 0

0 SMP FRAME TYPE (40h)
1 FUNCTION (10h)
2

Reserved
3
4

Ignored
7
8 Reserved
9 PHY IDENTIFIER
10 Ignored
11 Reserved
12 (MSB)
CRC

15 (LSB)

The smp FRAME TYPE figld.shall be set to 40h.

Thie FUNCTION field shall be set to 10h.

The PHY IDENTIRIER field specifies the phy (see 4.2.7) for the link configuration information being requested
The crc field is defined in 10.4.3.1.
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Table 146 defines the response format.

Table 146 — DISCOVER response

Byte\Bit 7 6 5 4 3 2 1 0
0 SMP FRAME TYPE (41h)
1 FUNCTION (10h)
2 FUNCTION RESULT
3 Reserved
4 d
Ignore
7
8 Reserved
9 PHY IDENTIFIER
10 Ignored
11 Reserved
12 Ignored ATTACHED DEVICE TYPE Ignored
13 Reserved NEGOTIATED PHYSICAL LINK RATE
ATTACHED | ATTACHED | ATTACHED
ATTACHED
14 Reserved Ssp STP SMP
SATA HO$T
INITIATOR | INITIATOR | INITIATOR
ATTACHED | ATTACHED | ATTACHED | ATTACHED
15 Reserved SSP STP SMP SATA
TARGET TARGET TARGET DEVICE
16
SAS ADDRESS
23
24
ATTACHED SAS ADDRESS
31
32 ATTACHED PHY IDENTIFIER
33
Reserved
39
40 PROGRAMMED MINIMUM PHYSICAL LINK RATE HARDWARE MINIMUM PHYSICAL LINK RATE
41 PROGRAMMED MAXIMUM PHYSICAL LINK RATE HARDWARE MAXIMUM PHYSICAL LINK RATE
42 PHY CHANGE COUNT
43 VIRTUAL PHY Reserved PARTIAL PATHWAY TIMEOUT VALUE
44 RCDCIVCUI RUUTING ATTRIBUTE
45
Reserved
49
50 B
Vendor specific
51
52 (MSB)
CRC S—
55 (LsSB)
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The sMP FRAME TYPE field shall be set to 41h.

The FUNCTION field shall be set to 10h.

The FUNCTION RESULT field is defined in 10.4.3.2.

The PHY IDENTIFIER field indicates the phy for which physical configuration link information is being returned.

The ATTACHED DEVICE TYPE field indicates the DEVICE TYPE value received during the link reset sequence and
is defined in table 147. The ATTACHED DEVICE TYPE field shall only be set to a value other than 000b after the
identification sequence is complete if a SAS device or expander device is attached or after the initial Register

Th
du

ph

evice to Host FIS has been received It a SATA device Is attached.

Table 147 — Attached device types

Code Description

000b No device attached

001b End device

010b Edge expander device

011b Fanout expander device
All others Reserved

E NEGOTIATED PHYSICAL LINK RATE field is defined in table 148 and’indicates the physical link rate negotia
fing the link reset sequence. The negotiated physical link rate fnay be less than the programmed minim
ysical link rate or greater than the programmed maximum physical link rate if the programmed physical |

rates have been changed since the last link reset sequence.,

Table 148 — Negotiated“physical link rate

im
nk

Code Description

Oh Phy is enabled; unknown physical link rate. 2

1h Phy is disabled.
Phy is enabled; the(phy obtained dword synchronization for at least one physical link rate
during speed negotiation (either SAS or SATA), but the speed negotiation sequence failed

2h (i.e., the last speed negotiation window, using a physical link rate expected to succeed,
failed). These-failures may be logged in the SMP REPORT PHY ERROR LOG function
(see 104,3:6) and/or the Protocol-Specific log page (see 10.2.7.1).
Phyisienabled; detected a SATA device and entered the SATA spinup hold state. The
LINK RESET and HARD RESET operations in the SMP PHY CONTROL function (see

3h 10°4.3.10) may be used to release the phy.
This field shall be updated to this value after the SATA OOB sequence completes if SATA
spinup hold is supported.

8 Phy is enabled; This field shall be updated to this value after the speed negotiation
sequence completes indicating a negotiated physical link rate of 1,5 Gbps.

9h Phy is enabled; This field shall be updated to this value after the speed negotiation
sequence completes indicating a negotiated physical link rate of 3,0 Gbps.

All others Reserved.

8 This code may be used by an application client in its local data structures to indicate an unknown
negotiated physical link rate (e.g., before the discover process has queried the phy).

The ATTACHED SSP INITIATOR PORT bit indicates the sSSP INITIATOR value received in the IDENTIFY address
frame (see 7.8.2) during the link reset sequence.
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The ATTACHED STP INITIATOR PORT bit indicates the STP INITIATOR value received in the IDENTIFY address
frame (see 7.8.2) during the link reset sequence.

The ATTACHED SMP INITIATOR PORT bit indicates the SMP INITIATOR value received in the IDENTIFY address
frame (see 7.8.2) during the link reset sequence.

The ATTACHED SSP TARGET PORT bit indicates the ssP TARGET value received in the IDENTIFY address frame
(see 7.8.2) during the link reset sequence.

The ATTACHED STP TARGET PORT bit indicates the STP TARGET value received in the IDENTIFY address frame
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P ATTACHED SMP TARGET PORT bit indicates the sSMP TARGET value received in the IDENTIFY addressfra
e 7.8.2) during the link reset sequence.

e ATTACHED SSP INITIATOR PORT bit, ATTACHED STP INITIATOR PORT bit, ATTACHED SMP INITIATOR PORT
[ACHED SSP TARGET PORT bit, ATTACHED STP TARGET PORT bit, ATTACHED SMP TARGET PORT bit;and ATTACH
P TARGET PORT bit shall be updated at the end of the identification sequence.

ATTACHED SATA DEVICE bit set to one indicates a SATA device port is attached. AnATTACHED SATA DEV
set to zero indicates a SATA device port is not attached. This bit shall be updated after the SATA O
juence completes and before the SATA speed negotiation sequence begins (i.e./at SATA spinup hold ti
e 6.9)).

ATTACHED SATA HOST bit set to one indicates a SATA host port is attached. An ATTACHED SATA HOST bit
vero indicates a SATA host port is not attached.

NOTE 31 - Supports for SATA hosts is outside the scope of this standard.

phy is an expander phy, the sAs ADDRESS field contains-the SAS address of the expander device. If
y is a SAS phy, the sas ADDRESS field contains the SAS’address of the SAS port.

e ATTACHED SAS ADDRESS field contains the SAS\address received by this phy during the identificat
juence, which is either:

a) the SAS address of the attached SAS port if the attached port is a SAS port;
b) the SAS address of the attached expander device if the attached port is an expander port; or
c) the SAS address provided for the-attached port if the attached port is a SATA device port.

he ATTACHED DEVICE TYPE field is'set to 000b (i.e., no device attached), the ATTACHED SAS ADDRESS field
alid. The ATTACHED SAS ADDRESS field shall be updated:

a) after the identificatian sequence completes, if a SAS device or expander device is attached; or
b) after the SATA OOB-sequence completes, if a SATA device is attached.

e ATTACHED PHY JBENTIFIER field contains the phy identifier received by this phy during the identificat
juence, which is'either:

a) the phy.identifier of the attached SAS port if the attached port is a SAS port;
b) thefphy identifier of the attached expander device if the attached port is an expander port; or
c) thephy identifier provided for the attached port if the attached port is a SATA device port.

£ (PROGRAMMED MINIMUM PHYSICAL LINK RATE field indicates the minimum physical link rate set by the P

n-takl 140 Tk chall ba th
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P SAS ADDRESS field contains the SAS address transmitted\by this phy during an identification sequencg.
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of the HARDWARE MINIMUM PHYSICAL LINK RATE field.

ue

The HARDWARE MINIMUM PHYSICAL LINK RATE field indicates the minimum physical link rate supported by the
phy. The values are defined in table 150.
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